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Notation Reference

Set notation

X A generic set of values. For example, X = {0,1} is the set containing only 0 and 1,
X =[0,1] is the interval from 0 to 1 and X = R is the set of real numbers. Depending on
occasion, symbols such as A, B, 2, and others will also be used as sets.

P(X) The power set of X', a set containing all possible subsets of X.

[a,b]  Closed interval with a < b, including both a and b.

(a,b)  Open interval with a < b, with neither a nor b in the set.

(a,b]  Open-closed interval with a < b, including b but not a.

[a,b)  Closed-open interval with a < b, including a but not b.

Vector and matrix notation

T Unbold lowercase variables are generally scalars. However, when x € X', where X is
not specified, x may imdicate a vector, a structured object such as graph, etc.

x  Bold lowercase variables are vectors. By default, vectors are column vectors.

X  Bold uppercase variables are matrices. This looks like a multivariate random variable,
X, but the random variable is italicized. It will often be clear from context when this is a
multivariate random variable and when it is a matrix.

X7 The transpose of the matrix. For two matrices A and B, it holds that
(AB)T =BTA".
An n x d matrix consisting of n vectors each of dimension d can be expressed as

X =[x1X3 ... Xp] .

X The i-th row of the matrix. A row vector.

X.;  The j-th column of the matrix. A column vector.



Tuples, vectors, and sequences

(r1,29,...,24) A tuple; i.e., an ordered list of d elements. When (z1,2,...,24) € R?
the tuple will be treated as a column vector x = [z1 73 ... 4] .
A1y ey A sequence of m items. Index variables over these sequences are usually the

variables i, j, or k. For example, > i, a; or, if each a; is a vector of dimension d, then the
double index Y7 Y0, ag;.

Function notation

f:X—>) The function is defined on domain X to co-domain ), taking values z € X
and sending them to f(z) € V.

%(:c) The derivative of a function at z € X', where f : X — R for X C R.

Vf(x) The gradient of a function at x € X', where f : X — R for X C R%. It holds that

_(of of  of
Vf(x) = ((% e, ax) .

Hyy  The Hessian matrix of a function at x € X, where f : X — R for X C R?. It holds

2f o’%f ... _0f
81‘% 0x10z2 0x10xg
0%f 2f
0zx20x1 Ox2
Hyx) = ’
o%f 2f
O0xg011 Bzi
¢:RY 5 R A loss function indicating the error in prediction incurred by the given

weights, ¢(w). If subscripted, ¢; typically indicates the loss on the ith instance, with ¢(w) =

LS 4;(w) for n instances.

c: R 5 R A generic objective function, that we want to minimize, for the learned
variable w. This could be, for example, a loss plus a regularizer.

Random variables and probabilities

X A univariate random variable is written in uppercase.

X The space of values for the random variable.



xr  Lowercase variable is an instance or outcome, z € X.
X A multivariate random variable is written bold uppercase.

x Lowercase bold variable is a multivariate instance. In particular cases, when the
variable value is treated as a vector, we will use x.

N(u,c?) A univariate Gaussian distribution, with parameters p, o2.

~  indicates that a variable is distributed as e.g., X ~ N(u,o?).

Parameters and estimation
D A data set, typically composed of n elements of multivariate inputs X € R"*¢ and
univariate outputs y € R™ or multivariate outputs Y € R™*™. The data set will also be

referred to as a set of indexed tuples; i.e., D = {(x1,v1), (T2, Y2), .-, (Tn, Yn)}-

M Represents a generic model, to discuss general parameter estimation. For example,
M = 6 for some parameters 6, such as the mean of Gaussian distribution.

w The true parameters for the (generalized) linear regression and classification models,
typically with w € R%.

w  The approximated parameters for the (generalized) linear regression and classification
models, typically with w € R?. When discussing w as the maximum likelihood solution on
some data, we write wyr, (D), to indicate that the variability arises from D.

maxq.ep f(a)  The maximum value of a function f across values a in a set .

argmax,cp f(a)  The item a in set B that produces the maximum value f(a).

Norms

x| A norm on x.

|x|l2 The £5 norm on a vector, ||x[s = y/>.%, 22. This norm gives the Euclidean distance
from the origin of the coordinate system to x; that is, it is the length of vector x.

|x||3  The squared £5 norm on a vector, ||x[3 = ¢, 2.

|x|l,  The general £, norm on a vector, ||x|, = (3¢ |=|?)"/P.



IX||[r  The Frobenius norm of an n-by-d matrix; i.e.,

n d n
DY XG= 2 IXal3=
i=1j=1 i=1

Useful formulas and rules

Xl =

d
j=1

log (Z;) = log(x) — log(y)

log (¢¥) = ylog(z)

Z a; / filx)p(x)dx = / Z a;fi(x dx > Can bring sum into integral

d
— f = — f(x)p(x)dx > Can (almost always) bring derivative
d
Xx axr

into integral



Preface: A starting example with linear regression

Machine learning involves a broad range of techniques for learning from data. A central
goal — and the one we largely discuss in this handbook — is prediction. Many techniques
learn a function f : R? — R that inputs attributes or features about an item, and produces
an output prediction about that item. For example, consider a setting where you would
like to guess or predict the price of a house based on information about that house. You
might have features such as its age, the size of the house and, of course, distance to the
nearest bakery. Without any previous examples of house costs, i.e., without any data, it
might be hard to guess this price. However, imagine you are given a set of house features
and the corresponding selling costs, for houses that sold this year. Let x € R? be a vector
of the features for a house, in this case x = [x1 x2 x3] =[age, size, distance to bakery] and
the target y = price. If we have 10 examples or instances of previous house prices, we have
a dataset: (x1,%1),--.,(X10,¥10), Where (x;,y;) is the feature-price pair for the ith house in
your set of instances. A natural goal is to find a function f that accurately recreates the
data, for example by trying to find a function f that results in a small difference between
the prediction, f(x;), and the actual price, y;, for each house.

We can formalize this as an optimization problem. Imagine we have some space of
possible functions, H, from which we can select our function f. For a simple case, let
us imagine that the function is linear: f(x) = wp + zjw; + xowy + z3ws for any w =
[wo w1 we w3] € R? where wy is the intercept of the linear function. We can try to find a
function from the class of linear functions that minimizes these squared differences

10
. 2
min X;) — Vi
i i:1(f( i) — ¥i)
As we will see later in Chapter 5, this optimization problem is simple to solve for linear func-
tions. The procedure involves explicitly writing the optimization in terms of the parameters
w and solving for the optimal w that makes the differences as small as possible

10
Err(w) ef Z (f(xi) — yi)2
i=1
2

10 d
=D | wo+ 2 wswi; — v
i=1 j=1

The solution is a straight line that tries to best fit the observed targets y. A simple
illustration of such a function, for only one attribute, is depicted in Figure 1.

Once we have this function, when we see a new house, we hope that it is similar enough
to the previous houses so that this function adequately predicts its house price. The learned
function f interpolates between these 10 points to predict on unseen points. But, a natural
question is, did we interpolate well and is the learned f going to produce an accurate
prediction on new houses? If you want to use this learned function f in practice, you want
to have such a characterization.
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Figure 1: An  example of a linear regression fitting on data set D =

{(1,1.2),(2,2.3),(3,2.3),(4,3.3)}.  The task of the optimization process is to find
the best linear function f(x) = wo + w1z so that the sum of squared errors e + €3 + €% + €3
is minimized.

In the agnostic development above, it is difficult to answer such questions. We can make
intuitive modifications that we hope will provide more accurate predictions, like extending
the class of functions to complex non-linear functions. But, these functional modifications
still do not help characterize accuracy of the prediction on new houses. Rather, what we
are missing is a notion of confidence. How confident are we in the predictions? Did we
see enough previous houses to be confident about this prediction? What is the source
of variability? How do we deal with variability? All these types of questions require a
probabilistic treatment.

In this handbook, we start by providing an introduction to probability, to provide a
base for dealing with uncertainty in machine learning. We then return to learning these
functions, once we have the probabilistic tools to better understand how to approach the
answers to these questions. Much of the required mathematical background will involve
basic understanding of probability and optimization; this handbook will attempt to provide
most of that required background throughout.



Chapter 1
Introduction to Probabilistic Modeling

Modeling the world around us and making predictions about the occurrence of events is a
multidisciplinary endeavor standing on the solid foundations of probability theory, statistics,
and computer science. Although intertwined in the process of modeling, these fields have
relatively discernible roles and can be, to a degree, studied individually. Probability theory
brings the mathematical infrastructure, firmly grounded in its axioms, for manipulating
probabilities and equips us with a broad range of models with well-understood theoretical
properties. Statistics contributes frameworks to formulate inference and the process of nar-
rowing down the model space based on the observed data and our experience in order to
find, and then analyze, solutions. Computer science provides us with theories, algorithms,
and software to manage the data, compute the solutions, and study the relationship be-
tween solutions and available resources (time, space, computer architecture, etc.). As such,
these three disciplines form the core quantitative framework for all of empirical science and
beyond.

Probability theory and statistics have a relatively long history; the formal origins of
both can be traced to the 17*" century. Probability theory was developed out of efforts
to understand games of chance and gambling. The correspondence between Blaise Pascal
and Pierre de Fermat in 1654 serves as the oldest record of modern probability theory.
Statistics, on the other hand, originated from data collection initiatives and attempts to
understand trends in the society (e.g., manufacturing, mortality causes, value of land)
and political affairs (e.g., public revenues, taxation, armies). The two disciplines started
to merge in the 18" century with the use of data for inferential purposes in astronomy,
geography, and social sciences. The increased complexity of models and availability of data
in the 19*" century emphasized the importance of computing machines. This contributed
to establishing the foundations of the field of computer science in the 20" century, which is
generally attributed to the introduction of the von Neumann architecture and formalization
of the concept of an algorithm. The convergence of the three disciplines has now reached
the status of a principled theory of probabilistic inference with widespread applications in
science, business, medicine, military, political campaigns, etc. Interestingly, various other
disciplines have also contributed to the core of probabilistic modeling. Concepts such as a
Boltzmann distribution, a genetic algorithm, or a neural network illustrate the influence of
physics, biology, psychology, and engineering.

We will refer to the process of modeling, inference, and decision making based on prob-
abilistic models as probabilistic reasoning or reasoning under uncertainty. Some form of
reasoning under uncertainty is a necessary component of everyday life. When driving, for
example, we often make decisions based on our expectations about which way would be
best to take. While these situations do not usually involve an explicit use of probabilities
and probabilistic models, an intelligent driverless car such as Google Chauffeur must make
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use of them. And so must a spam detection software in an email client, a credit card fraud
detection system, or an algorithm that infers whether a particular genetic mutation will re-
sult in disease. Therefore, we first need to understand the concept of probability and then
introduce a formal theory to incorporate evidence (e.g., data collected from instruments) in
order to make good decisions in a range of situations.

At a basic level, probabilities are used to quantify the chance of the occurrence of events.
As Jacob Bernoulli brilliantly put it in his work The Art of Conjecturing (1713), “To make a
conjecture [prediction] about something is the same as to measure its probability. Therefore,
we define the art of conjecturing [science of prediction] or stochastics, as the art of measuring
probabilities of things as accurately as possible, to the end that, in judgements and actions,
we may always choose or follow that which has been found to be better, more satisfactory,
safer, or more carefully considered.” The techniques of probabilistic modeling formalize
many intuitive concepts. In a nutshell, they provide toolkits for rigorous mathematical
analysis and inference, often in the presence of evidence, about events influenced by factors
that we either do not fully understand or have no control of.

To provide a quick insight into the concept of uncertainty and modeling, consider rolling
a fair six-sided die. We could accurately predict, or so we think, the outcome of a roll if we
carefully incorporated the initial position, force, friction, shape defects, and other physical
factors and then executed the experiment. But the physical laws may not be known, they
can be difficult to incorporate or such actions may not even be allowed by the rules of the
experiment. Thus, it is practically useful to simply assume that each outcome is equally
likely; in fact, if we rolled the die many times, we would indeed observe that each number is
observed roughly equally. Assigning an equal chance (probability) to each outcome of the
roll of a die provides an efficient and elegant way of modeling uncertainties inherent to the
experiment.

Another, more realistic example in which collecting data provides a basis for simple
probabilistic modeling is a situation of driving to work every day and predicting how long it
will take us to reach the destination tomorrow. If we recorded the “time to work” for a few
months we would observe that trips generally took different times depending on many inter-
nal (e.g., preferred speed for the day) and also external factors (e.g., weather, road works,
encountering a slow driver). While these events, if known, could be used to predict the
exact duration of the commute, it is unrealistic to expect to have full information—rather
we have partial observability. It is useful to provide ways of aggregating external factors via
collecting data over a period of time and providing the distribution of the commute time.
Such a distribution, in the absence of any other information, would then facilitate reasoning
about events such as making it on time to an important meeting at 9 am.

The techniques of probabilistic modeling provide a formalism for dealing with such
repetitive experiments influenced by a number of external factors over which we have little
control or knowledge. With such a formalism, we can better understand and improve
how we make predictions, because we can more clearly specify our assumptions about our
uncertainty and explicitly reason about possible outcomes. In this chapter, we introduce
probabilities and probability theory, from the beginning. Because probability is such a
fundamental concept in machine learning, it is worth understanding where it comes from.
Nonetheless, following the spirit of these notes, the treatment will be brief and focus mostly
on what is needed to understand the development in following chapters.
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1.1 Probability Theory and Random Variables

Probability theory is as a branch of mathematics that deals with measuring the likelihood of
events. At the heart of probability theory is the concept of an experiment. An experiment
can be the process of tossing a coin, rolling a die, checking the temperature tomorrow or
figuring out the location of one’s keys. When carried out, each experiment has an outcome,
which is an element drawn from a set of predefined options, potentially infinite in size. The
outcome of a roll of a die is a number between one and six; the temperature tomorrow
might be a real number; the outcome of the location of one’s keys can be a discrete set of
places such as a kitchen table, under a couch, in office etc. In many ways, the main goal of
probabilistic modeling is to formulate a particular question or a hypothesis pertaining to the
physical world as an experiment, collect the data, and then construct a model. Once a model
is created, we can compute quantitative measures of sets of outcomes we are interested in
and assess the confidence we should have in these measures.

We can build up rules of probability, based on an elegantly simple set of axioms called
the azioms of probability. Let the sample space (2) be a non-empty set of outcomes and
the event space (€) be a non-empty set of subsets of Q. For example, Q = {1, 2,3} and one
possible event is A = {1,3} € £, where the event is that a 1 or a 3 is observed. The event
space £ must satisfy the following properties’

1. Aecé = A°ef (where A€ is the complement of the event A: A° = Q— A)
2. A1, A9,...€E = UzoilAZEE
3. £ is non-empty (in fact, we know from 1 and 2 that @ € £ and 2 € £)

If &€ satisfies these three properties, then (£2,&) is said to be a measurable space. Now we
can define the axioms of probability, which make it more clear why these two conditions
are needed for our event space to define meaningful probabilities over events. A function
P : & — [0, 1] satisfies the axioms of probability if

1. P(Q) =1
2. A1, Aq,... €&, A; ﬁAj =g Vi,j = P(U?ilAz’) = 1921 P(Al)

is called a probability measure or a probability distribution. The tuple (£2, A, P) is called the
probability space.

The beauty of these axioms lies in their compactness and elegance. Many useful ex-
pressions can be derived from the axioms of probability. For example, it is obvious that
P(A¢) =1 — P(A). This makes it more clear why we required that if an event is in the
event space, then its complement should also be in the event space: if we can measure the
probability of an event, then we know that the probability of that event not occurring is
1 minus that probability. Similarly, we require that if two events A;, Ay are disjoint, then
P(A1UAy) = P(A1) + P(A2): the probability of either event occurring is the sum of their
probabilities, because there is no overlap in the outcomes in the events. Another property
we can infer is that we always have ), @ € &£, where @ corresponds to the event where

!Such a set is usually called a sigma algebra or sigma field. This terminology feels daunting and is only
due to historical naming conventions. Because the sigma algebra is simply the set of events to which we can
assign probabilities (measure), we will use the longer but more clear name.
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nothing occurs—which must have zero probability. If you are interested in other rules that
can be derived, see Appendix A.1l.

Example 1: [Discrete variables (countable)] Consider modeling the probabilities of the roll
of a dice. The outcome space is the finite set Q = {1,2,3,4,5,6} and the event space &
is the power set P(Q) = {@,{1},{2},...,{2,3,4,5,6},Q}, which consists of all possible
subsets of 2. A natural probability distribution on (€2, &) gives each dice roll a 1/6 chance
of occurring, defined as P({z}) =1/6 for x € Q, P({1,2}) = 1/3 and so on. O

Example 2: [Continuous variables (uncountable)] Consider modeling the probabilities of
the stopping time of a car, in the range of 3 seconds to 6 seconds. The outcome space is the
continuous interval Q = [3,6]. An event could be that the car stops within 3 to 3.1 seconds,
giving A = [3,3.1] € £. The probability P(A) of such an event is likely low, because it would
be a very fast stopping time. We could then start considering all possible time intervals for
the event space, and corresponding probabilities. We can already see that this will be a bit
more complicated for continuous variables, and so we more rigorously show how to define
& and P below in Section 1.2.2. O

These two examples demonstrate the two most common cases we will encounter: discrete
variables and continuous variables. The terms above—countable and uncountable—indicate
whether a set can be enumerated or not. For example, the set of natural numbers can be
enumerated, and so is countable, whereas the set of real numbers cannot be enumerated—
there is always another real number between any two real numbers—and so is uncountable.
Though this distinction results in real differences—such as using sums for countable sets
and integrals for uncountable sets—the formalism and intuition will largely transfer between
the two settings. We will focus mostly on discrete and continuous variables. Much of
the same ideas also transfer to mixed variables, where outcome spaces are composed of
both discrete and continuous sets such as Q = [0,1] U {2}. Further, for the uncountable
setting, we specifically discuss continuous sets, i.e., those are unions of continuous intervals
such as Q = [0,1] U [5,10]. Because almost all uncountable sets that we will want to
consider are continuous, we will interchangeably use the terms continuous and uncountable
to designate such spaces. Finally, discrete sets can either be finite, such as {1,2,3}, or
countably infinite, such as the natural numbers. Continuous sets are clearly infinite, and
are said to be uncountably infinite.

Before going further in-depth on how to define probability distributions, we first in-
troduce random wariables, and from here on will deal strictly with random variables. A
random variable lets us more rigorously define transformations of probability spaces; once
we execute that transformation, we can forget about the underlying probability space and
can focus on the events and distribution only on the random variable. This is in fact what
you do naturally when defining probabilities over variables, without needing to formalize it
mathematically. Of course, here we will formalize it.

Consider again the dice example, where now instead you might want to know: what is
the probability of seeing a low number (1-3) or a high number (4-6)? We can define a new
probability space with Qx = {low, high}, Ex = {&@, {low}, {high}, Qx} and Px({low}) =
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1/2 = Px({high}). The transformation function X : Q — Qx is defined as

X( )def low if w S {1,2,3}
w) =
high if w e {4,5,6}

The distribution Px is immediately determined from this transformation. For example,
Px({low}) = P({w : X(w) = low}), because the underlying probability space indicates the
likelihood of seeing a 1,2 or 3. Now we can answer questions about the probability of seeing
a low number of a higher number.

This function X is called a random variable. It is slightly confusing that it is neither
random, nor a variable, since X is a function. However, from this point onward, we will treat
X like it is a variable that is random, by more simply writing statements like Px (X = x)
or Px(X € A), rather than P({w : X(w) = x}) or P({w : X(w) € A}). For correctness, we
can remember that it is a function defined on a more complex underlying probability space.
But, in practice, we can start thinking directly in terms of the random variable X and the
associated probabilities. Similarly, even for the dice role, we can acknowledge that there is
a more complex underlying probability space, defined by the dynamics of the dice. When
considering only the probabilities of discrete outcomes from 1-6, we have already implicitly
applied a transformation on top of probabilities of the physical system.

Once we have a random variable, it defines a valid probability space (Qx,Ex, Px).
Therefore, all the same rules of probability apply, the same understanding of how to define
distributions, etc. In fact, we can always define a random variable X that corresponds
to no transformation, to obtain the original probability space. For this reason, we can
move forward assuming we are always dealing with random variables, without losing any
generality. We will drop the subscripts, and consider (€2, &, P) to be defined for X. For a
more in-depth discussion on random variables, see Appendix A.4.

1.2 Defining distributions

Now we would like to know how to specify P to satisfy the axioms of probability, to model
the probability of X taking values in an event A, P(X € A) with outcome space 2. This
task feels daunting, because it seems we need to define the likelihood for every possible
event—set of outcomes—and, in such a way that satisfies the axioms of probability, no
less! Fortunately, instead we can define the distribution using a function defined directly on
instances x € €. It is convenient to separately consider discrete (countable) and continuous
(uncountable) sample spaces. For the discrete case, we will define probability mass functions
and for the continuous case, we will define probability density functions.

1.2.1 Probability mass functions

Let € be a discrete sample space and € = P (), the power set of 2. A function p : Q — [0, 1]
is called a probability mass function (pmf) if

Zp(w)zl.

weN
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The probability of any event A € £ is defined as

PA)E Y plw).

w€eA

It is straightforward to verify that P satisfies the axioms of probability and, thus, is a
probability distribution. For discrete random variables, therefore, we will often write P(X =
x), which means that P(X = z) = p(z) for each outcome = € 2. We rarely, if ever, define
the distribution directly, and rather define the pmf p which induces the distribution P.

Example 3: Consider a roll of a fair six-sided die; i.e., Q = {1,2,3,4,5,6}, and the event
space £ = P(§2). What is the probability that the outcome is a number greater than 47
1

First, because the die is fair, we know that p(w) = § for Vw € Q. Now, let A be an

event in £ that the outcome is greater than 4; i.e., A = {5,6}. Thus,

P(A) =Y p(w) = =.

w€eA

Notice that the distribution P is defined on the elements of £, whereas p is defined on the
clements of . That is, P({1}) = p(1), P({2}) = p(2), P({1,2}) = p(1) + p(2), ete. O

To specify P, therefore, we need to determine how to specify the pmf, i.e., the probability
of each discrete outcome. The pmf is often specified as a table of probability values. For
example, to model the probability of a birthday for each day in the year, one could have
a table of 365 values between zero and one, as long as the probabilities sum to 1. These
probabilities could be computed from data about individuals birthdays, using counts for
each day and normalizing by the total number of people in the population to estimate the
probability of seeing a birthday on a given day. Such a table of values is very flexible,
allowing precise probability values to be specified for each outcome. There are, however, a
few useful pmfs that have a (more restricted) functional form. We describe three such pmfs
here, that we will use throughout this handbook; for more examples of pmfs, see Appendix
A2

The Bernoulli distribution derives from the concept of a Bernoulli trial, an experiment
that has two possible outcomes: success and failure. In a Bernoulli trial, a success occurs
with probability « € [0, 1] and, thus, failure occurs with probability 1 — «. A toss of a coin
(heads/tails), a basketball game (win/loss), or a roll of a die (even/odd) can all be seen as
Bernoulli trials. We model this distribution by setting the sample space to two elements
and defining the probability of one of them as a. More specifically, 2 = {success, failure}
and

o w = success

1—a w=failure
where a € (0,1) is a parameter. If we take instead that Q = {0, 1}, we can compactly write
the Bernoulli distribution as p(w) = a¥(1 — @)% for w € Q. The Bernoulli distribution is
often written Bernoulli(a). As we will see, a common setting where we use the Bernoulli is
for binary classification, say where we try to predict whether a patient has the flu (outcome
0) or does not have the flue (outcome 1).
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Figure 1.1: Two probability mass functions, for discrete random wvariables. The Poisson
distribution continues further on the z-azis (for variable w € N), with probability decreasing
to zero as w — Q.

The uniform distribution for discrete sample spaces is defined over a finite set of out-

comes each of which is equally likely to occur. Let Q = {1,...,n}; then for Vw € Q
1
w) = —.
plw) = -

The uniform distribution does not contain parameters; it is defined by the size of the sample
space. We refer to this distribution as Uniform(n). We will see later that the uniform
distribution can also be defined over finite intervals in continuous spaces.

The Poisson distribution reflects the probability of how many incidences occur (implic-
itly within a fixed time interval). For example, a call center is likely to receive 50 calls per
hour, with a much smaller probability on only receiving 5 calls or receiving as many as 1000

calls. This can be modeled with a Poisson(\), where A represents the expected number of
calls. More formally, Q@ = {0, 1,...} and for Yw € Q

AeA
This mass function is hill-shaped, where the top of the hill is mostly centered around A
and there is a skew to having a short, steep left side of the hill and a long, less-steep right
tail to the hill. The Poisson distribution is defined over an infinite sample space, but still
countable. This is depicted in Figure 1.1.

Exercise 1: Prove that ) cyp(w) =1 for the Poisson distribution. O

Example 4: As a prelude to estimating parameters to distributions, consider an example of
how we might use a Bernoulli distribution and determine the parameter a to the Bernoulli.
A canonical example for Bernoulli distributions is a coin flip, where the outcomes are heads
(H) or tails (T). P(X = H) = « is the probability of seeing H and P(X =T) =1 -« is
the probability of seeing T. We commonly assume o = 0.5; this is called a fair (unbiased)
coin. If we flipped the coin many times, we would expect to see about the same number of
H and T. However, a biased coin may have some skew towards H or T. If we flipped the
coin many times, if a > 0.5 we should eventually notice more H come up and if o < 0.5, we
should notice more T.
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How might we actually determine this «? An intuitive idea is to use repeated experi-
ments (data), just as described above: flip the coin many times to see if you can gauge the
skew. If you see 1000 H and 50 T, a natural guess for the bias is a = % ~ 0.95. How
confident are you in this solution? Is it definitely 0.957 And how do we more formally define
why this should be the solution? This is in fact a reasonable solution, and corresponds to
the maximum likelihood solution, as we will discuss in Chapter 3. U

1.2.2 Probability density functions

The treatment of continuous probability spaces is analogous to that of discrete spaces,
with probability density functions (pdfs) replacing probability mass functions and integrals
replacing sums. In defining pdfs, however, we will not be able to use tables of values, and
will be restricted to functional forms. The main reason for this difference stems from the
fact that it no longer makes sense to measure the probability of a singleton event. Consider
again the stopping time for a car, discussed in Example 2. It would not make a lot of sense
to ask the probability of the car stopping in exactly 3.14159625 seconds; realistically, the
probability of such a precise event is vanishingly small. In fact, the probability of seeing
precisely that stopping time is zero, because the set {3.14159625} as a subset of [3,6] is a
set of measure zero. Essentially, it takes up zero mass inside the interval [3, 6], which is after
all uncountably infinite. Instead, we will have to consider the probabilities of intervals, like
[4,5] or [5.667,5.668].

For continuous spaces, we will assume that the set of events £ consists of all possible
intervals, called the Borel field B(£2). For example, if Q = R, the Borel field B(R) consists
of all open intervals (e.g., (0,1)), closed intervals (e.g.,[0, 1]) and semi-open intervals (e.g.,
[0,1)) in R, as well as sets that can be obtained by a countable number of basic set operations
on them, such as unions. This results in a more restricted set of events than the power set
of ©, which would, for example, include sets with only a singleton event. B(R) is still a
huge set—an uncountably infinite set—but still smaller than P(R). Nicely, though, B(R)
still contains all sets we could conceivably want to measure. The Borel field can be defined
for any measurable space, such as higher-dimensional spaces like 2 = R?, with events such
as A=1[0,1] x [0,1] Cc Q or A =1[1,2] x [-1,4] U [0,0.1] x [10,1000].

Let now €2 be a continuous sample space and £ = B(€2). A function p : @ — [0,00) is
called a probability density function (pdf) if?

/ p(w)dw = 1.
Q
The probability of an event A € B(Q) is defined as
P(A) d:ef/ p(w)dw.
A
Notice that the definition of the pdf is not restricted to having a range [0, 1], but rather to

[0,00). For pmfs, the probability of a singleton event {w} is the value of the pmf at the
sample point w; i.e., P({w}) = p(w). Since probability distributions P are restricted to the

2For correctness, we would like to note that this definition uses Lebesgue integration. You do not need to
know about nuanced differences in integration formulations; for all settings we consider, all the definitions
are equivalent and your knowledge of integration rules will be effective.
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range [0, 1], this implies pmfs must also be restricted to that range. In contrast, the value of
a pdf at point w is not a probability; it can actually be greater than 1. Though it is common
when speaking informally to call p(x) the probability of x, more accurately we call this the
density at x because it is most definitely not a probability. In fact, as mentioned above, the
probability at any single point is 0 (i.e., a countable subset of 2 is a set of measure zero).

A natural confusion is how p can integrate to 1, but actually have values larger than 1.
The reason for this is that p(x) can be (much) larger than 1, as long as its only for a very
small interval. Consider the small interval A = [z, z + Ax], with probability

r+Ax
P(A) —/ p(w)dw
~ p(z)Az.

A potentially large value of the density function is compensated for by the small interval
Az to result in a number between 0 and 1. So, even if p(x) is a million, and the density
of points in the small interval or ball around z is large, the probability of an event must
still be < 1. The density does indicate that there is high likelihood around that point. By
having a huge density around =z, this suggests that the density for other points is zero or
near zero and that the pdf is extremely peaked around z.

Unlike pmfs, we cannot so easily define pdfs p to flexibly provide specific probabilities
for each outcome with a table of probabilities. Rather, for pdfs, we will usually use a known
pdf that satisfies the required properties. Further, unlike the discrete case, we will never
write P(X = z), because that would be zero. Rather, we will typically write P(X € A)
or more explicitly probabilistic questions like P(X < 5). We highlight four pdfs here, that
will be used throughout this book; for more examples of pdfs, see Appendix A.3.

The uniform distribution is defined by an equal value of a probability density function
over a finite interval in R. Thus, for Q = [a,b] the uniform probability density function
Vw € [a,b] is defined as

ger 1
b—a

p(w)

One can also define Uniform(a,b) by taking 2 = R and setting p(w) = 0 whenever w is
outside of [a,b]. This form is convenient because {2 = R can then be used consistently for
all one-dimensional probability distributions. When we do this, we will refer to the subset
of R where p(w) > 0 as the support of the density function.

The exponential distribution is defined over a set of non-negative numbers; i.e., ) =
[0,00). For parameter \ > 0, its pdf is

p(w) = Ne .

As the name suggests, this pdf has an exponential form, with sharply decreasing probability
for values x as they increase in magnitude. As before, the sample space can be extended to
all real numbers, in which case we would set p(w) = 0 for w < 0.

3Many images in this document are currently taken from other sources. This is generally not a good
practice, and we will be replacing these images someday soon. We want to highlight that we do not encourage
this for formal documents, but only use them here in these educational notes for your benefit temporarily.
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Figure 1.2: Four probability density functions, for continuous random wvariables. Images
taken from Wikipedia.?

The Gaussian distribution or normal distribution is one of the most frequently used
probability distributions. It is defined over 2 = R, with two parameters, p € R and ¢ > 0
and pdf

(@) = e

PR 2702 ‘

As we will discuss next, for a random variable that is Gaussian distributed, the parameter
w is the mean or expected value and o? is the variance. We will refer to this distribution as
Gaussian(p, 02) or N'(u,02). When the mean is zero, and the variance is 1 (unit variance),
this Gaussian is called the standard normal. This specific Gaussian has a name because it is
so frequently used. Both Gaussian and exponential distributions are members of a broader
family of distributions called the natural exponential family. We will see a general definition
of this family later, in Section 7.2.

The Laplace distribution is similar to the Gaussian, but is more peaked around the
mean. It is also defined over 2 = R, with two parameters, 4 € R and b > 0 and pdf

1

— e plw—nl

2b

(w—p)?

pw) =

The gamma distribution is used to model waiting times, and is similar to the Poisson dis-
tribution but for continuous variables. It is defined over Q2 = (0, c0), with shape parameter
a > 0 and rate parameter 5 > 0 and pdf

Ba a—1_—fw

p(w) = @w e
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Figure 1.3: Selection of a random number (x) from the unit interval [0, 1].
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Figure 1.4: A histogram of recordings of the commute time (in minutes) to work. The
data set contains 340 measurements collected over one year, for a distance of roughly 3.1
miles. The data was modeled using a gamma family of probability distributions, with the
particular location and scale parameters estimated from the raw data. The values of the
gamma distribution are shown as dark circles.

where I'(«) is called the gamma function. A random variable that is gamma-distributed is
denoted X ~ Gamma(a, 3).

Example 5: Consider selecting a number (z) between 0 and 1 uniformly randomly (Figure
1.3). What is the probability that the number is greater than or equal to % or less than
and equal to %?

We know that Q = [0, 1]. The distribution is defined by the uniform pdf, p(w) = ;= =1
where a = 0,b = 1 define the interval for the outcome space. We define the event of interest

as A = {0, ﬂ U [2,1] and calculate its probability as

1/4 1
P(A) = /0 p(w)dw + /3/4p(w)dw > plw)=1

()4 (-3)

What if we had instead asked the probability that the number is strictly greater than % or
strictly less than i? Because the probability of any individual event in the continuous case
is 0, there is no difference in integration if we consider open or closed intervals. Therefore,
the probability would still be % O

Example 6: Let’s imagine you have collected your commute times for the year?, and
would like to model the probability of your commute time to help you can make predictions

4as co-author Predrag amazingly did, and you get to see his fascinating data here.
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about your commute time tomorrow. For this setting, your random variable X corresponds
to the commute time, and you need to define probabilities for this random variable. This
data could be considered to be discrete, taking values, in minutes, {4,5,6,...,26}. You
could then create histograms of this data (table of probability values), as shown in Figure
1.4, to reflect the likelihood of commute times.

The commute time, however, is not actually discrete, and so you would like to model
it as a continuous RV. One reasonable choice is a gamma distribution. How, though, does
one take the recorded data and determine the parameters «, 8 to the gamma distribution?
Estimating these parameters is actually quite straightforward, though not as immediately
obvious as estimating tables of probability values; we discuss how to do so in Chapter 3.
The learned gamma distribution is also depicted in Figure 1.4.

Given the gamma distribution, one could now ask the question: what is the most likely
commute time today? This corresponds to max, p(w), which is called the mode of the
distribution. Another natural question is the average or expected commute time. To obtain
this, you need the expected value (mean) of this gamma distribution, which we define below
in Section 1.4. O

1.3 Multivariate random variables

Much of the above development extends to multivariate random variables—a vector of ran-
dom variables—because the definition of outcome spaces and probabilities is general. The
examples so far, however, have dealt with scalar random variables, because for multivariate
random variables, we need to understand how variables interact. In this section, we discuss
several new notions that only arise when there are multiple random variables, including
joint distributions, conditional distributions, marginals and dependence between variables.

Let us start with a simpler example, with two discrete random variables X and Y with
outcome spaces X and ). There is a joint probability mass function p : X x Y — [0, 1], and
corresponding joint probability distribution P, such that

p(x,y):P(X:x,Y:y)

where the pmf needs to satisfy

> p(zy) =1

reX ye)y

For example, if X = {young,old} and Y = {no arthritis, arthritis}, then the pmf could be
the table of joint probabilities This fits within the definition of probability spaces, because

Y
0 1
0| P(X=0,Y=0)=12 | P(X=0,Y=1) = /100
1| P(X=1,Y=0) =110 | P(X=1,Y=1) =3%100

Table 1.1: A joint probability table for random variables X and Y.

Q=X x Y is a valid space, and Y} cqp(w) = > )caP(:Y) = Xpcx 2yey P(@,y). The
random variable Z = (X,Y’) is a multivariate random variable, of two dimensions.
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We can see that the two random variables interact, by looking at the joint probabilities
in the table. For example, the joint probability is small for young and having arthritis.
Further, there seems to be more magnitude in the rows corresponding to young, suggesting
that the probabilities are influenced by the proportion of people in the population that are
old or young. In fact, one might ask if we can figure out this proportion just from this table.

The answer is a resounding yes, and leads us to marginal distributions and why we
might care about marginal distributions. Given a joint distribution over random variables,
one would hope that we could extract more specific probabilities, like the distribution over
just one of those variables, which is called the marginal distribution. The marginal can be
simply computed, by summing up over all values of the other variable

P(X = young) = p(young, no arthritis) + p(young, arthritis) = %.

A young person either does or does not have arthritis, so summing up over these two
possible cases factors out that variable. Therefore, using data collected for random variable
Z = (X,Y), we can determine the proportion of the population that is young and the
proportion that is old.

In general, we can consider d-dimensional random variable X = (X, Xo,..., Xy) with
vector-valued outcomes x = (z1,z2,...,xq), such that each z; is chosen from some X;.
Then, for the discrete case, any function p: X1 x Xy X ... x Xy — [0, 1] is called a multidi-
mensional probability mass function if

Z Z Z p(r1,22,...,24) = 1.

11E€X] T2€XS rqaeXd

or, for the continuous case, p : X1 x Xy x ... x Xy — [0, 00| is a multidimensional probability

density function if
/ / / p(r1,z2,...,2q)dr1das ... drg = 1.
X J 2 xd

A marginal distribution is defined for a subset of X = (X1, Xy,...,Xy) by summing or
integrating over the remaining variables. For the discrete case, the marginal distribution
p(z;) is defined as

p(xl)d:Cf Z Z Z Z p(xlu'”7w’i—1axi7xi+17"‘7xd)7

r1E€X] i 1E€EX;_1 l'i+1€Xi+1 (EdEXd

where the variable x; is fixed to some value and we sum over all possible values of the other
variables. Similarly, for the continuous case, the marginal distribution p (x;) is defined as

def
p(l“z‘):/ / / / P15 i1, Tiy Tig 1, -+ - Ta) A1 - AT 1dTiyy .. dg.
X1 X1 J X Xq

Notice that we use p to define the density over &, but then we overload this terminology and
also use p for the density only over z;. To be more precise, we should define two separate
functions (pdfs), say pg for the density over the multivariate random variable and p,, for
the marginal. It is common, however, to simply use p, and infer the random variable from
context. In most cases, it is clear; if it is not, we will explicitly highlight the pdfs with
additional subscripts.
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We can define common multivariate pmfs and pdfs, that are extensions of the scalar pmfs
and pdfs. Some extensions—Ilike tables of probability values and uniform distributions—are
more obvious, whereas others require more case, such as Gaussians. For others, like the
Laplace, the extension may not be unique and multiple options are possible. We define the
extensions we will need in the final section of this chapter, Section 1.5, for reference. First,
however, it will be useful to understand how multiple variables interact, because this will
influence the extension from univariate to multivariate. In particular, it will be useful to
understand conditional distributions and dependence, which we discuss next.

1.3.1 Conditional distributions

Conditional probabilities define probabilities of a random variable X, given information
about the value of another random variable Y. More formally, the conditional probability
p(y|x) for two random variables X and Y is defined as

def p(z,y) (1.1)

p(ylz) (@)
where p(z) > 0.

Exercise 2: Verify that p(y|z) sums (integrates) to 1 over all values y € ) for a fixed
given x € X, and thus satisfies the conditions of a probability mass (density) function. [

Equation (1.1) now allows us to calculate the posterior probability of an event A, given
some observation z, as

EyeA p(ylx) Y :discrete

[4p(ylx)dy Y :continuous

Writing p(z,y) = p(z|y)p(y) = p(y|z)p(z) is called the product rule. The extension to more
than two variables is straightforward. We can write

p(xla cee 7$d) = p($d|xlu “e 7xd—1)p(xla ey xd—l)-

By a recursive application of the product rule, we obtain

p(z1, ..., xq) = p(zg|lz1, ..., x4-1)p(T1,. .., Tg-1)
= p(zglri,. .., x4-1)p(Tg—1|®1,. .., Tg—2)P(21, . .., Ti—2)
=p(zglzr, ..., z4-1)p(xg_1|x1, ..., T4-2) ... p(x2|z1)p(21).

More compactly,
d
p(z1, ... za) = p(z1) [ [ p@ilz1, .. i) (1.2)
=2

which is referred to as the chain rule or gemeral product rule. For example, for three
variables, the product rule gives

p(1, 2, 23) = p(w3|w2, 21)p(2|71)p(21)
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This rule also applies to collections of random variables, where a collection can be treated
as one random variable. For example,

p(x1, x2,23) = p(x2, x3|T1)p(21)

This arises because (x2,x3) have a valid probability space, so we can use the product rule
for two variables: z7 and (z2,z3). Using the product rule, giving p(x,y) = p(z|y)p(y) =
p(y|z)p(x), we can also derive Bayes’ rule:

pylz)p(z)

p(y) (13)

p(zly) =

Therefore, one really only needs to remember the product rule, to easily recall Bayes’ rule.

You may notice that the order of variables in the product rule did not seem to matter.

It is in fact somewhat interesting that we can either define the conditional distribution

p(z]y) and marginal p(y) or we can define p(y|x) and p(x) and both equivalently recover

the joint distribution p(x,y). This property is simply a fact of the definition of conditional

distributions, and provides flexibility when estimating distributions. We will most use this

equivalence in the form of Bayes rule, when doing parameter estimation and maximum

likelihood. For work in graphical models, which is not discussed here, this flexibility is of
even greater importance.

1.3.2 Independence of random variables

Two random variables are independent if their joint probability distribution factors into the
product of the marginals

p(z,y) = p(x)p(y).

One intuitive reason for this definition can be seen by considering X conditioned on Y. If
p(z]y) = p(x), then this means that the value of Y has no influence on the distribution over
X, and so they are independent. From the product rule, we know p(x,y) = p(x|y)p(y) and
since p(z|y) = p(z), this gives p(x,y) = p(x)p(y) as defined above.

The notion of independence can be generalized to more than two random variables. More
generally, d random variables are said to be mutually independent or jointly independent if
a joint probability distribution of any subset of variables can be expressed as a product of
marginal probability distributions of its components

p(z1,22,...,2q) = p(x1)p(x2) ... p(T4).

Another form of independence, called conditional independence, is used even more fre-
quently in machine learning. It represents independence between variables in the presence
of some other random variable (evidence); e.g.,

p(z,y|z) = p(z|2)p(y|z)

Interestingly, the two forms of independence are unrelated: neither one implies the other.
X and Y can be independent, but not conditionally independent given Z. X and Y can
be conditionally independent given Z, but not independent. We show this in two simple
examples in Figure A.1 in the Appendix.
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Here, we provide an example more directly related to machine learning, about why we
care about independence and conditional independence. If two variables are independent,
this has important modeling implications. For example, if feature X and target Y are
independent, then X is not useful for predicting Y and so is not a useful feature. If two
variables are conditionally independent given another variable, this can also have important
modeling implications. For example, if we have two features X; and X, with target Y,
where X5 and Y are conditionally independent given X1, then feature X5 is redundant and
could potentially be discarded.

As a concrete example, let X7 = temperature in Celcius and Xo = temperature in
Fahrenheit, with Y = plants need watering. Y is definitely not independent of Xs; however,
once X is known (or given), then there is no additional information to be gained from
X9 and so p(y|lz1,22) = p(ylr1) = p(y|ze). In general, recognizing independencies and
conditional independencies can inform and simplify the modeling procedure, and we will
see several examples in terms of simplifying maximum likelihood for i.i.d. data and in naive
Bayes for classification. We end this section with one more example, using a biased coin,
to highlight the distinction between independence and conditional independence.

Example 7: [Biased coin and conditional independence] Assume a manufacturer has pro-
duced a biased coin, where it does not equally randomly give heads (H) or tails (T). Rather,
it actually has some unknown probability « of seeing H when flipping the coin. Because this
bias is unknown, we will encode our uncertainty by defining a random Z = bias of the coin.
In general, this random variable can take values in [0, 1]. For the purposes of this example,
let’s make this a bit simpler, and assume that we know the bias is one of Z = {0.1,0.5,0.8}.
If the bias is 0.5, that would mean this is an unbiased (fair) coin. Let’s further assume that
we think the probability of each bias is equally likely, meaning P(Z = z) = 1/3, because
the manufacturer gave us no reason to think any of 0.1, 0.5 or 0.8 to be more likely.

Now imagine that you flip the coin twice, and record the two outcomes x; and zs. These
two separate flips correspond to two random variables, X7 and X5. The outcome space for
X1 and Xy is {H, T}. Given the true bias of the coin, «, the true distribution is Bernoulli
P(X; = H|Z = o) = a. However, we do not know the bias . Instead, we are modeling it
with a random variable Z, so that for each given Z = z, we know that P(X;|Z = z) = z,
i.e., X; is a Bernoulli random variable with parameter z. Because we do not know the true
bias, we have to marginalize over Z to get the marginal distribution over X1,

P(Xi=2)=> P(Xi=12,Z=2)
zZEZ
= Z P(X1=z|Z =2)P(Z=2) > product rule
Z€EZ
=P(X)=2|Z=01)P(Z=0.1)+ P(X1 =2|Z=05)P(Z =0.5)+
+ P(X, =z|Z =08)P(Z =0.8)

Are X7 and X, conditionally independent given Z7 The answer is yes, because given
the bias of the coin, knowing the outcome of X5 does not influence the distribution over
Xl, i.e.,

P(Xl = CEl,XQ = CEQ|Z = Z) = P(X1 = $1|Z = Z)P(XQ = ZEQ|Z = Z)

Regardless of what we observe for Xo, we know the distribution over X is a Bernoulli with
the given bias z.
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Are X7 and X, independent? The answer is no, because without knowing the bias of
the coin, knowing the outcome of Xs tells us something about the Bernoulli distribution
over Xi. For example, if X; = T and Xs = H, then the second outcome suggests that the
bias might not be totally skewed towards T. More formally,

P(Xi =z, Xs=m3) = Y _ P(X1=121,Xo =20|Z = 2)P(Z = 2)
zZEZ
=Y P(X1=21|Z = 2)P(Xo = 22| Z = 2)P(Z = 2)
z2€EZ

which is not guaranteed to equal P(X; = x1)P(X2 = x2), where

P(X1 = xl)P(XQ = .’L‘g)

= ( > P(Xi=a1|Z =2)P(Z = 21)) ( > P(Xy=29|Z = %)P(Z = 22))
O

z21€Z 20€EZ

1.4 Expectations and moments

The expected value, or mean, of a random variable X is the average of repeatedly sampled z,
in the limit of sampling. It is not necessarily the value we expect to see most frequently—
that is called the mode. More precisely, given the pmf or pdf p for outcome space X, the
expectation of X is

>eex xp(x) if X is discrete

[y xp(x)de  if X is continuous

For a dice roll, where each number from 1 to 6 has uniform probability, the expected
value is 3.5 and the mode is tied for all numbers (i.e., it is multi-modal). For a Bernoulli
distribution, where X = {0, 1}, the expected value is «, which is not even an outcome that
will be observed, but is the average of Os and 1s if we flipped the coin infinitely many times.
The mode in this case depends on «a: if & > 0.5, making 1 have higher probability, then the
mode is 1; if @ < 0.5, the mode is 0; otherwise, it is bimodal with modes 0 and 1. For a
Gaussian distribution, the expected value is the parameter p, and the mode also equals p.

In general, we may be interested in the expected value of functions of the random
variable X. For example, we may want to know E [X 2], or more generally £ [X k} for some

k> 1. Or, we may want to know E [(X - c)k} for some k£ > 1 and a constant c. These are

called the moments of X. In general, for a function f : X — R, we can consider f(X) to
be a transformed random variables and define its expectation as

Ssex f(@)p(z) if X is discrete
E[f(X)] =
fX f(z)p(x)dz if X is continuous

If E[f(X)] = £oo, we say that the expectation does not exist or is not well-defined.
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One useful moment is the variance: the central second moment, where central indicates
¢ = E[X]. The variance indicates the amount that the random variable varies around
its mean. For example, for a Gaussian distribution, if the variance o? is large, then the
Gaussian is very wide, indicating a non-negligible density for a broader range of points x
around p. Alternatively, if 02 is almost zero, then the Gaussian is concentrated tightly
around p.

We can also consider conditional expectations, and expectations for multivariate random
variables. For two random variables X and Y and function f : Y — R, the conditional
expectation is

2 yey f(y)p(ylz) ifY is discrete
E[f(Y)|X =] =

[y fw)p(ylz)dy  if Y is continuous

Using the identity function f(y) = y results in the standard conditional expectation E [Y|z].

Exercise 3: Show the law of total expectations: E[Y] = E[E[Y|X]], where the outer
expectation is over X and the inner expectation is over Y. For example, if both Y and X
are discrete

EY|X]] = ) p(@)E[Y|X = a]

TxeEX
=> p(x)> yp(ylz)
TeX yey

O

For two random variables X and Y and f : X xY — R, we can also define the expectation
over the joint distribution, with one variable fixed

Yoeex f(@,y)p(xly) if X is discrete

E[f(X,y)] =
S f p(z|y)dz if X is continuous

or over both variables

Pyey PWE[f(X,y)] if Y is discrete
E[f(X,Y)] =
fy p(W)E[f(X,y)]dy if Y is continuous

For example, if X is continuous and Y is discrete, this gives

)= p(y)E[f(X,y)]

yey
=) p) | fl=y)p(zly)de
-x ),
Exercise 4: Show that [, (Zyey f(x,y)p(w,y)) dz = [ E[f(z,Y)]p(z)dz. O
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Just as above with variance, the covariance is one important instance of these expected
values, with f(z,y) = (x—E[X])(y—E[Y]). The expected value under this function indicates
how the two variables vary together. We use specific notation for the covariance, because
it is so frequently used

Cov[X,Y]=E[X —E[X]) (Y —E[Y])]
=RE[XY]-E[X]E[Y],

with Cov[X, X] = V[X] being the variance of the random variable X. The correlation is
the covariance, normalized by the standard deviation—square root of the variance—of each
random variable

Cov[X,Y]

Corr[ X, Y] = W

The covariance can become larger, if X and Y themselves have large variance. The correla-
tion, on the other hand, is guaranteed to be between -1 and 1, and so is an scale-invariant
measure of how the variables vary together.

In many situations we need to analyze more than two random variables. A simple
two-dimensional summary of all pairwise covariance values involving d random variables
X1,Xs,...,X, is called the covariance matrix. The covariance matrix ¥ € R**? has the
(i,7) entry defined as

Zij = COV[XZ',X]‘]
= E[(X: - E[Xi]) (X; — E[X;])]

with the full matrix written as

3 = Cov[X, X]
— E[(X —E[X])(X —E[X])"]
—E[XX '] - E[X]E[X].

The second line involves the outer product of the vector v = X — E[X] € R?, to produce
A = vv' € R™4  This outer product is a matrix multiplication, where the first matrix is
d x 1 and the second is 1 x d. Using the rules of matrix multiplication, this gives A;; = v;v;.
Notice that the diagonal elements of the d X d covariance matrix are the variances for
each variable X; and the off-diagonal elements are the covariance values between pairs of
variables. The covariance matrix is symmetric and positive semi-definite.

Recall that a matrix is said to be positive semi-definite (denoted as X = 0) if z' ¥z > 0
for all vectors z # 0. Equivalently, the eigenvalues of the matrix are all greater than or
equal to zero. If the matrix is positive definite rather than positive semi-definite (X > 0),
then the eigenvalues are strictly positive and the covariance matrix is full rank. A positive
semi-definite matrix can have eigenvalues that are zero, and so have rank smaller than d.
For d = 1, this positive semi-definite property of the matrix corresponds to the the property
02 > 0 for the scalar variance.
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Properties of expectations

Here we review some useful properties of expectations. Consider multivariate random vari-
ables, X € R? and Y € R™, for d,m € N, with univariate random variables as a special
case. For a constant ¢ € R, it holds that:

1. E[cX] = cE[X] € R?
22 EX+Y]=E[X]|+E[Y] > when d = m

3. Vi=0 > the variance of a constant is zero

def

4. V[X] = Cov[X, X] = 0, where for d = 1, V[X] > 0 is a scalar. We use V[X] as a
shorthand for Cov[X, X].

5. V[eX] = 2V[X] € R4,
6. Cov[X,Y] =E[(X —E[X])(Y -E(Y)"] =E[XY "] - E[X]E[Y]" € R¥*xm
7. VIX4+Y]|=V[X]+ V[Y]+2Cov[X,Y] > when d =m
In addition, if X and Y are independent random variables, it holds that:
8. E[X;Y;] = E[X;]E[Y]] for all 4, j
9. VIX +Y]| =V[X]+ V[Y] > when d =m
10. Cov[X,Y] =0.
Finally, for any d-dimensional random variables, X1 + Xo + ... + Xy,

11. Cov[X1 4+ Xo+ ...+ Xpm] =D Cov[X;, X;] =) V[X;]+2 >  Cov[X; X

i=1j=1 i=1 1<i<j<m

1.5 Multivariate PMFs and PDFs

We now consider extensions to definitions of pmfs and pdfs, for the multivariate setting.
The multivariate Gaussian distribution is a generalization of the Gaussian or normal
distribution to the d-dimensional case, with Q = R%. It is defined as

def 1 1 T —1
w)= —exp | —=(w— Y (w— ;
o) e (=) B - )

with parameters p € R% and positive-definite matrix 3, which is the covariance matrix. The
definition considers how the variables vary together, given by the covariance matrix X. For
example, if the variables are independent, then the covariance matrix is diagonal. Further,
if each variable has unit variance, then the Gaussian is spherical. If some dimensions have
higher variance, then the Gaussian is ellipsoidal. If the variables are not independent, the
Gaussian becomes sheared, skewed away from its mean differently than can be accounted
for solely by the variables variance. We will refer to this distribution as A (u,X), and
sometimes use N (w|p, ) to indicate the pdf for the given p and 3.
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There are a few new terms in this pdf, so let’s walk through this formula. The term
|3| is the determinant of 3. The determinant equals the product of the eigenvalues of 3.
It reflects the width of the distribution. When d = 1, the determinant is simply equal to
02, and we scale as usual by the variance of the distribution. As another example, consider
the case where the covariance is zero between all of the variables. Imagine one Gaussian
has all ones on the diagonal for the covariance, and another has a variance of 5 for the first
diagonal element and 1s otherwise. The determinant of the first is 1 and the second is 5.
It makes sense to scale by more for the second Gaussian, which has more variance in one
dimension. The second new term is (w — p) "2 " (w — ). This actually corresponds to a
weighted dot-product. Consider again a diagonal covariance matrix, with d = 3 with a 5,
0.5 and 2 on the diagonal. Then, for z=w — p

2 2 2

Tev—1 Z7 Z3 z3
Ylg=dp 225

z2 X =T

For discrete random variable, the generalization to multiple dimensions is straightfor-
ward for pmfs: multi-dimensional pmfs simply correspond to multi-dimensional probability
tables. We saw an example of this in Table 1.1. However, as in the univariate case, there

are a few named pmfs, since they are frequently used.

One example of a named multidimensional pmf is the categorical distribution—which is
an instance of a multinomial distribution. The categorical distribution is used to model a
d-dimensional random variable where each element can be a 0 or 1. This distribution can
equivalently be used to model a scalar random variable with d possible outcomes. When
we use it in Section 8.3, however, it will be useful to think of the categorical distribution
as a pmf for a d-dimensional random variable. Each point (ki, ka,...,kq) in the outcome
space is a binary vector, with exactly one element k; = 1 and others zero, indicating that
the i-th outcome occurred. The categorical pmf is defined as

a}f1a§2...a§d ifki+ko+---+ki=n

p(k1, ko, ... k) =
0 otherwise

where the «;’s are positive coefficients such that Zgzl o; = 1. That is, each coefficient «;
gives the probability of outcome 7.

Example 8: [Curse of dimensionality for discrete multidimensional random variables| One
way to avoid pdfs is to discretize variables, and then define a pmf that is a table of probability
values. Though reasonable in some cases, in general this can exponentially increase the
number of parameters for the probability distribution and is one example of the curse of
dimensionality.

To see why, consider the following example. Assume we have a d-dimensional random
variable, with each entry taking values between 0 and 1 (i.e., X; = [0,1]). You decide to
discretize this so that each entry is put into one of three bins, changing X; = {1,2,3}.
Now you have a lot of flexibility in specifying these probabilities in your pmf, unlike say
a Gaussian that has a more rigid functional form. Unfortunately, however, this table of
values could be very large, with 3¢ entries. This requires you to specify 3¢ — 1 probability
values, where one of the values is automatically set to one minus the sum of all the other
probabilities to ensure you have a valid pmf.

If, instead, you had specified a Gaussian distribution on these variables, the number of
parameters needed to define the distribution is only d 4+ d?, which is likely much less. [
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Chapter 2
Introduction to Optimization

Much of machine learning deals with learning functions by finding the optimal function
according to an objective. For example, one may be interested in finding a function f : R% —
R that minimizes the squared differences to some targets for all the samples: > (f(x;) —
yi)?. To find such a function, you need to have a basic grasp of optimization techniques.

In this chapter, we discuss basic optimization tools, for generic smooth objectives. Many
of the algorithms in machine learning rely on a simple approach: gradient descent. We
first discuss how to minimize objectives using both first and second-order gradient descent.
This overview covers only a small part of optimization, but fortunately, many machine
learning algorithms are based on these simple optimization approaches. We provide more
optimization background later, in Chapter 6, once you have had a chance to use this more
basic optimization knowledge in the next couple of chapters.

2.1 The basic optimization problem and stationary points

A basic optimization goal is to select a set of parameters w € R¢ to minimize a given
objective function ¢ : R* — R

min c(w
weRd ( )

For example, to obtain the parameters w for linear regression that minimizes the squared
differences, we use c¢(w) = 3", ({x;, w) — y;)?, for dot product

d
(xi, W) = Y zijw;.
j=1

We use the term objective here, rather than error, since error has an explicit connotation
that the function is inaccurate. Later we will see that objectives will include both error
terms—indicating how accurately they recreate data—as well as terms the provide other
preferences on the function. Combining these terms with the error produces the final
objective we would like to minimize. For example, for linear regression, we will optimize a
regularized objective, c(w) = 37, ((x;, W) — ;)% + E?Zl w3 where the second term encodes
a preference for smaller coefficients w;.

The goal then is to find w that minimizes the objective. The most straightforward,
naive solution could be to do a random search: generate random w and check c¢(w). If
any newly generated wy on iteration ¢t outperforms the previous best solution w, in that
c(wy) < ¢(w), then we can set w; to be the new optimal solution. We will assume that our
objectives are continuous, and so can take advantage of this smoothness to design better
search strategies. In particular, for smooth functions, we will be able to use gradient descent,
which we describe in the next section.
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Local Minima

Saddlepoint

Global Minima

Figure 2.1: Stationary points on a smooth function surface: local minima, global minima
and saddlepoints.

Gradient descent enables us to reach stationary points: points w where the gradient is
zero. Consider first the univariate case. The derivative tells us the rate of change of the
function surface at a point w. When the derivative of the objective is zero at w € R, i.e.,
%c(w) = 0, this means that locally the function surface is flat. Such points correspond to
local minima, local maxima and saddlepoints, as shown in Figure 2.1.

For example, assume again that we are doing linear regression, with only one feature

and so only one weight w € R. The derivative of the objective c(w) = S (z;w — y;)? is

d d & 9
%C(U}) = ;(@w )
= Z %(xzw - yz)

-
I
_

2(xw — yi)z;

I

s
I
—

where the last step follows from the chain rule. Our goal is to find w such that %C(w) =0;
once we find such a stationary point, we can then determine if it is a local minimum,
local maximum or saddlepoint. Because this objective is convex, we in fact know that all
stationary points must be global minima, and so we would not need to do this check. We
discuss this further in the last section, where we discuss some properties of objectives.

For the multivariate case, we need to consider gradients instead of derivatives. For
w € R? where d > 1, we need to ask: how does the function change locally, depending on
how each element of w is changed? To quantify this, we use the gradient which is composed
of partial derivatives

B Oc Oc oc

Ve(w) (w

(w)

~ 0w Bws Bwg

Each partial derivative %(w) represents how the function ¢ changes, when only w; is

changed and the other w1, ..., w;j_1,wj41,...,wq are kept constant. For example, for ¢(w =
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(w1,w2)) = & (x1w1 + z2ws — y)?, the partial derivatives are

0
BTZ(W) = (z1w1 + 2w — yY)x1
0
T;(w) = (z1w1 + oWy — Y)T2

Usefully, we do not have to consider how the whole vector changes jointly in all the variables.
Rather, it is sufficient to find stationary points by finding w where the partial derivatives
are zero.

2.2 Gradient descent

The key idea behind gradient descent is to approximate the function with a Taylor series
approximation. This approximation facilitates computation of a descent direction locally
on the function surface. We begin by considering the univariate setting, with w € R. A
function ¢(w) in the neighborhood of point wy, can be approximated using the Taylor series
as

>, ™ (wg)

n! (w = wo)",

c(w) =
n=0
where ¢(™ (wp) is the n-th derivative of function c(w) evaluated at point wg. This assumes
that c(w) is be infinitely differentiable, but in practice we will take such polynomial approx-
imations for a finite n. A second-order approximation to this function uses the first three
terms of the series as

elu) = &) = e{wo) + (1w — wp)e! (o) + 1 (w — wo) e ().

A stationary point of this é¢(w) can be easily found by finding the first derivative and setting
it to zero
d(w) = (wo) + (w — wp)c” (wy) = 0.

Solving this equation for w gives us

' (wo)
C//(wo) :

w1 = Wy —

Locally, this new w; will be an improvement on wyp, and will be a stationary point of this
local approximation ¢. Moving (far enough) from wy, however, makes this local second-
order Taylor series inaccurate. We would need to check the local approximation at this new
point wy, to determine if we can further improve locally. Therefore, to find the optimal w,
we can iteratively apply this procedure

' (wy)
C” (wt) :

(2.1)

Wiyl = Wt —

constantly improving w; until we reach a point where the derivative is zero, or nearly zero.
This method is called the Newton-Raphson method, or second-order gradient descent.
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fiw) fiw) ~ filw)

w’ w w’ w w' w
(a) Step-size too small (b) Step-size too big (c) Adaptive step-size

Figure 2.2: Different optimization paths, due to different stepsize choices.

In first-order gradient descent, the approximation is worse, where we no longer use the
second derivative. Instead, when taking a first-order approximation, we know that we are
ignoring O((w — wp)?) terms, and so the local approximation becomes

c(w) =~ é(w) = c(wo) + (w — wo)c' (wo) + 2177(10 — wg)2

for some constant I reflecting the magnitude of the ignored O((w — wg)?) terms. The
resulting update is then, for step-size n;

Wiy = wy — i (wy). (2.2)

From this, one can see that, given access to the second derivative, a reasonable choice
for the stepsize is 1y = Tl

We can similarly obtain such rules for multivariate variables. For example, gradient
descent for ¢ : R — R consists of the update

W1 = Wy — 1 Ve(wy). (2.3)
where 9 9 5
c c c
— (X (wy), L wy), oy, 25 R
Ve(wwr) = (o (w0 5o () o)) €

is the gradient of function ¢ evaluated at w;. We will discuss how to derive this update in
the multivariable setting in Chapter 6.

2.3 Selecting the step-size

An important part of (first-order) gradient descent is to select the step-size. If the step-size
is too small, then many iterations are required to reach a stationary point (Figure 2.2(a));
If the step-size is too large, then you are likely to oscillate around the minimum (Figure 2.2
(b)). What we really want is an adaptive step-size (Figure 2.2 (c)), that likely starts larger
and then slowly reduces over time as a stationary point is approached.

The basic method to obtain adaptive step-sizes is to use line search. The idea springs
from the following goal: we would like to obtain the optimal step-size according to

i %
min e(wi —nVe(wt))
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The solution to this optimization corresponds to the best scalar stepsize we could select, for
the current point w; with descent direction —Ve(wy). Solving this optimization would be
too expensive; however, we can find approximate solutions quickly. One natural choice is
to use a backtracking line search, that tries the largest reasonable stepsize Nmax, and then
reduces it until the objective is decreased. The idea is to search along the line of possible
7 € (0, max|, with the intuition that a large step is good—as long as it does not overshoot.
If it does overshoot, then the stepsize was too large, and should be reduced. The reduction
is typically according to the rule 7 for some 7 € [0.5,0.9]. For 7 = 0.5, the stepsize
reduces more quickly—halves on each step of the backtracking line search; for 7 = 0.9, the
search more slowly backtracks from nyax. As soon as a stepsize is found that decreases the
objective, it is accepted. We then obtain a new w;, again compute the gradient and start
the line search once again from 7.x.

One can imagine better strategies for selecting the stepsize than this simplistic search;
we will in fact discuss some of these in Section 6.5. Nonetheless, this basic line search
provides some intuition for our goal in adapting the stepsize.

Algorithm 1: Line Search(wy, ¢, g = Ve(wy))

Optimization parameters: nymax = 1.0, 7 = 0.7, tolerance < 10e~*

—_

2: 1] <= Mmax

3 W < Wy

4: obj < c(w)

5: while number of backtracking iterations is less than maximum iterations do
6: W< Wiy —1ng

7. // Ensure improvement is at least as much as tolerance

8: If ¢(w) < obj - tolerance then break

9: // Else, the objective is worse and so we decrease stepsize
100 N4 TN

11: if maximum number of iterations reached then

12:  // Could not improve solution

13:  return wgn =0

14: return w,n

2.4 Optimization properties

There are several optimization properties to keep in mind when reading this handbook,
which we highlight here.

Maximizing versus minimizing We have so far discussed the goal of minimizing an
objective. An equivalent alternative is to maximize the negative of this objective.

argmin ¢(w) = argmax —c(w)
weRd? weRd?

where argmin returns w that produces the minimum value of ¢(w) and argmax returns
w that produces the maximum value of —¢(w). The actual min and max values are not
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the same, since for a given optimal solution, c¢(w) # —c(w). We opt to formulate each of
our optimizations as a minimization, and do gradient descent. It would be equally valid,
however, to formulate the optimizations as maximizations, and do gradient ascent.

Convexity A function ¢ : R — R is said to be convex if for any wi,ws € R% and
t €0,1],
c(twy + (1 — t)ywy) < te(wy) + (1 — t)e(we) (2.4)

This definition means that when we draw a line between any two points on the function
surface, the function values between these two points all lie below this line. Convexity is
an important property, because it means that every stationary point is a global minimum.
Therefore, regardless of where we start our gradient descent, with appropriately chosen
stepsize and sufficient iterations, we will reach an optimal solution.

A corresponding definition is a concave function, which is precisely the opposite: all
points lie above the line. For any convex function ¢, the negative of that function —c is a
concave function.

Uniqueness of the solution We often care if there is more than one solution to our
optimization problem. In some cases, we care about identifiability, which means we can
identify the true solution. If there is more than one solution, one might consider that
the problem is not precisely posed. For some problems, it is important or even necessary
to have identifiability (e.g., estimating the percentage of people with a disease) whereas
for others we simply care about finding a suitable (predictive) function f that reasonably
accurately predicts the targets, even if it is not the unique such function. We will not
consider identifiability further in this document, but it is important to be cognizant of if
your objective has multiple solutions.

Equivalence under a constant shift Adding or multiplying by a constant a # 0 does
not change the solution

argmin ¢(w) = argmin a ¢(w) = argmin ¢(w) + a.
weRd weRd weRd

You can see why by taking the gradient of all three objectives and noticing that the gradient
is zero under the same conditions

Vac(w) =0 < aVe(w) =0 < Ve¢(w) =0

and
Vie(w)+a) =0 < Ve(w) =0.
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Chapter 3

Basic Principles of Parameter Estimation

In probabilistic modeling, we are typically presented with a set of observations and the
objective is to find a model, or function, f that shows good agreement with the data and
respects certain additional requirements. We shall roughly categorize these requirements
into three groups: (7) the ability to generalize well, (i7) the ability to incorporate prior
knowledge and assumptions into modeling, and (#4) scalability. First, the model should
be able to stand the test of time; that is, its performance on the previously unseen data
should not deteriorate once this new data is presented. Models with such performance are
said to generalize well. Second, f must be able to incorporate information about the model
space F from which it is selected and the process of selecting a model should be able to
accept training “advice” from an analyst. Finally, when large amounts of data are available,
learning algorithms must be able to provide solutions in reasonable time given the resources
such as memory or CPU power. In summary, the choice of a model ultimately depends on
the observations at hand, our experience with modeling real-life phenomena, and the ability
of algorithms to find good solutions given limited resources.

An easy way to think about finding the “best” model is through learning parameters
of a distribution. Suppose we are given a set of observations D = {z;}; ,, where z; € R
and have knowledge that the z; are i.i.d. from a Gaussian distribution. In this case, the
problem of finding the best model can be seen as finding the best parameters u* and o*:
the problem can be seen as parameter estimation. We call this process estimation because
the typical assumption is that the data was generated by an unknown model from F whose
parameters we are trying to recover from data. We will formalize parameter estimation
using probabilistic techniques and will subsequently find solutions through optimization,
occasionally with constraints in the parameter space.

3.1 MAP and Maximum Likelihood Estimation

Imagine you observe a dataset of observations D = {z;};"_ ;. The data is drawn from some
true distribution p*, but that distribution is unknown to you. Instead, all you know is
that the distribution is in a set of possible distributions, F, sometimes called the hypothesis
space or function class. For example, F could be the family of all univariate Gaussian
distributions:

F ={N(n,0%) | forany p € R and o € RT}.

The true distribution has parameters u* and ¢*; using the data, we would like to find u
and o as close to these as possible.
The idea behind mazimum a posteriori (MAP) estimation is to find the most probable
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model for the observed data. Given the data set D, we formalize the MAP solution as

Jmap = argmax p(f|D)
fer

where p(f|D) is called the posterior distribution of the model given the data. In discrete
model spaces, p(f|D) is the probability mass function and the MAP estimate is exactly the
most probable model. Its counterpart in continuous spaces is the model with the largest
value of the posterior density function. Note that we use words model, which is a function,
and its parameters, which are the coefficients of that function, somewhat interchangeably.
For example, above, we could have equivalently considered F = {u € R,0 € R*}. We
will typically reason directly about the parameter space, or function space, rather than
indirectly about the models or probabilities that they parameterize.
To calculate the posterior distribution we start by applying the Bayes rule as

p(DIf)p(f)

p(f|D) = o)

(3.1)

where p(D|f) is called the likelihood function, p(f) is the prior distribution of the model,
and p(D) is the marginal distribution of the data. Notice that we use D for the observed data
set, but that we usually think of it as a realization of a multidimensional random variable
D drawn according to some distribution p(D). Using the formula of total probability, we
can express p(D) as

> rerP(DIf)p(f) [ discrete
p(D) =
J=p(DIf)p(f)df  f: continuous

Therefore, the posterior distribution can be fully described using the likelihood and the
prior. The field of research and practice involving ways to determine this distribution and
optimal models is referred to as inferential statistics.

Finding fyiap can be greatly simplified because p(D) in the denominator does not affect
the solution. We shall re-write Equation (3.1) as

_ p(DPIf) - p(f)

< p(D|f) - p(f),

where o is the proportionality symbol. Thus, we can find the MAP solution by solving the
following optimization problem

fuap = argmax p(D|f)p(f).
feF
In some situations we may not have a reason to prefer one model over another and can think
of p(f) as a constant over the model space F. Then, MAP reduces to the maximization of

the likelihood function:

fuLe = argmax p(D| f).
feF
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This solution is called the mazimum likelihood (MLE) solution. Formally speaking, the
assumption that p(f) is constant is problematic because a uniform distribution cannot be
always defined (say, over R), though there are some solutions to this issue using improper
priors. Nonetheless, it is useful to think of MLE as a special case of MAP estimation.

Example 9: Suppose data set D = {2,5,9,5,4,8} is an i.i.d. sample from a Poisson
distribution with a fixed but unknown parameter A\g. Find a maximum likelihood estimate
of )\0.

The probability mass function of a Poisson distribution is expressed as p(z|\) = A\Te™ /2!,
with some parameter A\ € RT. We will estimate this parameter as

AMLe = argmax p(D|N). (3.2)
A€(0,00)

We can write the likelihood function as

p(DIA) = p({zi}iiy [A)

n

= [ p(ailn)
=1

where the probability breaks up into individual probabilities of each z; because the data
is i.i.d. (the random variables are independent). To find A that maximizes the likelihood,
we will first take a logarithm (a monotonic function) to simplify the calculation; then find
its first derivative with respect to A; and finally equate it with zero to find the maximum.
Specifically, we express the log-likelihood In p(D|\) as

In p(DIA) = In [ plzi/\)
i=1
= Inp(xi|A)
i=1
= ln)\in —nA — Zln(mi!)
i=1 i=1

because!

Inp(z;|A) = In X%e ™/ (z;)!
=In A% +lne ™ — Inz;!
=z;In A — X —Inz;.
Now in this simpler form, we proceed with computing the derivative
0lnp(D|N) _ 1

B\ le—n

Solving for A such that = 0 gives us a stationary point of this problem, and we get
AMLE = E >oieq . We can substltute n = 6 and values from D to compute the solution as

8lnp(D|/\)

1 n
Mg = —> @i =55

'Recall that for scalars a,b > 0, (i) In(ab) = Ina + Inb (i) In(a/b) = Ina — Inb and (iii) Ina® = blna
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which is simply a sample mean.

The second derivative of this log likelihood is always negative because A must be positive.
The second derivative is —\ ™2 Yo x; which is < 0 for this Aypg; thus, the previous
expression indeed maximizes the likelihood. Note that to properly maximize this loss, we
also need to ensure the constraint A € (0,00) is enforced. Because the solution above is
in the constraint set, we know we have the correct solution to Equation (3.2); however, in
other situations, we will have to explicitly enforce constraints in the optimization, as we
will discuss later.

0

Example 10: Let D = {2,5,9,5,4,8} again be an i.i.d. sample from Poisson()\y), but
now we are also given additional information. Suppose the prior knowledge about Ag can
be expressed using a gamma distribution with parameters k = 3 and § = 1. Find the MAP
estimate of Ag.

First, we write the probability density function of the gamma distribution for our prior

A
Ne—le=5

p(A) = W’

where A > 0. I'(k) is the gamma function that generalizes the factorial function; when & is
an integer, we have I'(k) = (k — 1)!. The MAP estimate of the parameters can be found as

Amap = argmax p(D|N)p(N).
A€ (0,00)

As before, we take the log to simplify calculations to get

Inp(DIA)p(A) = Inp(D|A) + Inp(A)

— Zn:mp(xip\) +Inp(A).
i=1

We have already simplified the first term in the previous example. For the log of the prior
distribution, we have

Inp(A) =1In ()\kﬂe*%) — In(6*T(k))
= (k—1)In\ - % — (6" (k).

The last term is constant with respect to A; so when we take the derivative it will disappear
and we will be able to avoid computing it. Plugging everything back in

Inp(D|\)p 1nAle —n\ — Zln ;) —1)In\— % — In(6*T(k))

and taking the derivative gives

Olnp(D|N)p( -1 1 Olnp\) k-1 1
I Z:pl n —|— 7 because B\ = 7
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Once again setting the derivative to zero and solving for A\ gives
k—1 + Z?:l €T;

n+ %
=5 for the dataset D

AMAP =

O

A quick look at Ayiap and Ayvpg suggests that as n grows, both numerators and denomi-
nators in the expressions above become increasingly more similar. In fact, it is a well-known
result that, in the limit of infinite samples, both the MAP and MLE converge to the same
model, f, as long as the prior does not have zero probability (or density) on f. This re-
sult shows that the MAP estimate approaches the MLE solution for large data sets. In
other words, large data diminishes the importance of prior knowledge. This is an important
conclusion because it simplifies mathematical apparatus necessary for practical inference.

To get some intuition for this result, we will show that the MAP and MLE estimates
converge to the same solution for the above example with a Poisson distribution. Let s, =
S | @i, which is a sample from the random variable S,, = Y"1 | X;. If lim,, o0 sp/n? = 0
(i.e., s, does not grow faster than n?), then

k—1+s s
|AMaP — AMLE| = ’n—n

n+ 1o n
| E-1 Sn
N ‘n—l—l/e ~ n(n+ Ye)
|k — 1| Sn, 0
“n+1ls  n(n+ ) n—00

Note that if lim,, .o 5,/n% # 0, then both estimators go to oo; however, such a sequence
of values has an essentially zero probability of occurring. Consistency theorems for MLE
and MAP estimation state that convergence to the true parameters occurs “almost surely”
or “with probability 1”7 to indicate that these unbounded sequences constitute a set of
measure-zero, under certain reasonable conditions (for more, see [19, Theorem 9.13]).

Example 11: Let D = {z;},"; be an i.i.d. sample from a univariate Gaussian distribution.
Our goal is to find the maximum likelihood estimates of the parameters. We start by forming
the log-likelihood function

lnp(D“’La U) =In Hp(LUZLU,, U)
=1

1 LS (i —p)?
=nlnp — In— — ==L\ )
n in Tﬂ-—l—n nU 952

We compute the partial derivatives of the log-likelihood with respect to all parameters as

0 i (T — p)
—1 D == -
o np(D|u, o) 3

and

Z?:l (w5 — M)Q.

0 n
%hlp(D’M,O') - _; + o3
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From here, we can proceed to derive that

1 n
MMLE = *Zﬂci
iz

and

1 & 9
orLE = - > (i — paee)” -
i=1
]

MAP and MLE estimates are called point estimates. These estimates contrast Bayesian
estimates, which estimate the entire posterior distribution or confidence intervals for the
parameters. We focus primarily on point estimates in this book, and only briefly touch on
Bayesian approaches near the end.

3.2 Maximum likelihood for conditional distributions

We can also formulate maximum likelihood problems for conditional distributions. Recall
that a conditional distribution has the form p(y|z), for two random variables Y and X,
where above we considered the marginal distribution p(z) or p(y). For the distributions
above, we asked: what is the distribution over this variable? For a conditional distribution,
we are instead asking: given some auxiliary information, now what is the distribution over
this variable? When the auxiliary information changes, so will the distribution over the
variable. For example, we may want to condition a distribution over sales of a particular
product (Y') given the current month (X). We expect the distribution over Y to be different,
depending on the month.

Conditional distributions can be from any of the distribution families discussed above,
and we can similarly formulate parameter estimation problems. The parameters, however,
are usually tied to the given variable X. We provide a simple example to demonstrate
this below. Much of the parameter estimation formulations we consider in the remainder
of the book will be for conditional distributions, because in machine learning we typically
have a large number of auxiliary variables (features) and are trying to predict (or learn
the distribution over) targets. In the chapters on regression and classification, we will
demonstrate how many models can be formulated as maximum likelihood for conditional
distributions p(y|x).

Example 12: Assume you are given two random variables X and Y and that you believe
p(y|r) = N(p = z,0?) for some unknown o. Our goal is to estimate this unknown parameter
o. Notice that the distribution over Y varies, depending on which X value is observed or
given.

We again start by forming the log-likelihood function, now for pairs of n samples D =
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(1,Y1),- -+, (Tn,yn). We will use the chain rule: p(x;,y;) = p(yi|x:)p(x;).
Inp(D|o) =1n Hp(xi, yilo)
i=1

=1In H p(yilxi, o)p(;)

i=1

= Zlnp yl|$17 —l—lnp(xz)

)2
:zln — exp(— W)—}—lnp(xﬁ

1 1Y, (- o
:nlm\/?4—nlng—T—i-ZlnpwZ

Notice that we use p = z; for each normal distribution p(y;|z;, o). We now compute the
partial derivatives of the log-likelihood with respect to the parameter o

’fl

L (i —w)?

0 n
2 p(Dlo) = - + d
o o

oo
Notice that % S Inp(z;) = 0, because o does not parameterize p(z;). Therefore, to
obtain the optimal o, we do not need to know or specify the distribution over the random
variable X. By setting the derivative to zero, to obtain a stationary point, we obtain
1 n
2 2
OMLE — — Z(yi —x;)".

n i=1

0

3.3 [Advanced]| The relationship between maximizing likeli-
hood and Kullback-Leibler divergence

We now investigate the relationship between maximum likelihood estimation and Kullback-
Leibler divergence. Kullback-Leibler divergence between two probability distributions p(x)
and ¢(z) is defined on X = R as

> p(x)
Dislolle) = [ plo)tog 25
—0oQ
In information theory, Kullback-Leibler divergence has a natural interpretation of the inef-
ficiency of signal compression when the code is constructed using a suboptimal distribution
q(z) instead of the correct (but unknown) distribution p(x) according to which the data has
been generated. However, more often than not, Kullback-Leibler divergence is simply con-
sidered to be a measure of divergence between two probability distributions. Although this
divergence is not a metric (it is not symmetric and does not satisfy the triangle inequality)
it has important theoretical properties in that (¢) it is always non-negative and (i7) it is
equal to zero if and only if p(z) = ¢q(x).
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Consider now a divergence between an estimated probability distribution p(z|f) and an
underlying (true) distribution p(x|6y) according to which the data set D = {z;}]", was
generated. The Kullback-Leibler divergence between p(z|f) and p(x|6p) is

Dyt (p(l60) [p(]6)) = / Zp(w!@oﬂogp(f 'ﬁf))d

= [ plaloyios e |9>dx/_oo (alfo) og ——7=do.

The second term in the above equation is simply the (differential) entropy of the true
distribution and is not influenced by our choice of the model #. The first term, on the other
hand, can be expressed as

| plal6o) oz o = ~Bllogp(X10)

Therefore, maximizing E[log p(X|#)] minimizes the Kullback-Leibler divergence between
p(x]0) and p(x|fy). Using the strong law of large numbers, we know that

leogp (z:l0) =¥ E[logp(X|0)]
=1

when n — oo. Thus, when the data set is sufficiently large, maximizing the likelihood func-
tion minimizes the Kullback-Leibler divergence and leads to the conclusion that p(x|fyLg) =
p(x|0o), if the underlying assumptions are satisfied. Under reasonable conditions, we can
infer from it that Oy, = 09. This will hold for families of distributions for which a set of
parameters uniquely determines the probability distribution; e.g., it will not generally hold
for mixtures of distributions but we will discuss this situation later. This result is only one
of the many connections between statistics and information theory.
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Chapter 4
Introduction to Prediction Problems

Machine learning addresses many problem settings, which can sometimes feel overwhelm-
ing. As a non-exhaustive list, these include supervised learning (with classification and
regression); semi-supervised learning; unsupervised learning; completion under missing fea-
tures; structured prediction; learning to rank; statistical relational learning; active learning;
and temporal prediction (with time series prediction and policy evaluation in reinforce-
ment learning and online learning). For some of these settings, such as active learning and
reinforcement learning, the data collection is a central part of the algorithm and can signif-
icantly determine the quality of the learned predictive models. Most other settings assume
that data has been collected—without our ability to influence that collection—and now we
simply need to analyze that data and learn the best predictors that we can. In this passive
setting, we can either assume that the data is i.i.d.—which is the most common—or that
there are dependencies between data points—such as in time series prediction or statistical
relational learning. There are also settings where the data is incomplete, say because a user
did not fill in their age.

One ontology, therefore, could consider the following dimensions to categorize machine
learning problems:

1. passive vs. active
2. i.i.d. vs. non-i.i.d.
3. complete vs. incomplete.

As with all ontologies, each problem will not perfectly fit into these categories. Further, it
is likely that most data collection is not completely passive (even if only because the human
modeler influences collection of data), is likely not i.i.d. (even if we intended it to be), and
likely has some missing components. Nonetheless, algorithms will make these assumptions,
to varying degrees, even if the data does not satisfy those assumptions. For the majority of
these notes, we will focus on the simplest setting: passive, i.i.d. and complete.

In this chapter, we will first introduce classification and regression and then discuss
criteria for selecting functions for classification and regression, to motivate the algorithms
developed in later chapters.

4.1 Supervised learning problems
We start by defining a data set D = {(x1,91), (X2,92), ..., (Xn,Yn)}, where x; € X is the

i-th input or observation and y; € ) the corresponding target. We usually assume that
X = R% in which case x; = (i1, %49, .. ., x;q) 18 a d-dimensional vector called an instance
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Figure 4.1: Notation for the dataset. X is an n-by-d matriz, with rows corresponding to
instances and columns to features. y is an n-by-1 vector of targets.

or a sample.! Each dimension of x; is typically called a feature or an attribute. We will
often organize the dataset into a matrix X € R"*¢ where each row corresponds to a sample
x; and each column corresponds to a feature (see Figure 4.1).

The distinction between x and y is due to the fact that we assume that the features are
relatively easy to collect for each object (e.g., by measuring the height of a person or the
square footage of a house), while the target variable is difficult to observe or expensive to
collect (e.g., presence of a disease or the final selling price of a house before it has sold).
Such situations usually benefit from the construction of a computational model that predicts
targets from a set of input values. The model is trained using a set of input observations for
which target values have already been collected. In deployment, we can use this model to
make predictions from easy-to-obtain information—the observation—about hard-to-obtain
information—the targets.

4.1.1 Regression and Classification

The differences in algorithms for prediction problems, with i.i.d. complete data, typically
arises from the properties of the inputs (observations) and the properties of the targets. For
example, we may need to treat text observations—such as those from a set of documents—
differently than a ten-dimensional real-valued observation vector of sensor readings reflecting
the temperature and pressure in a physical system. A simple, and relatively common
strategy, to handle these differences is to map different types of observations—Ilanguage,
categorical variables and even sequence data—into a Euclidean space where the observation
is re-represented as a real-valued vector. Many prediction algorithms are designed for real-
valued observations, and so standard algorithms can be applied. This question of data
representation is a central and difficult problem in itself; we will discuss it more in Chapter
9. For now, we will assume the observations are already in a convenient form, as a d-
dimensional real-valued vector.

'In statistics, a sample usually refers to a collection of randomly sampled x, rather than a single instance.
It is common in machine learning, though, to use the word sample to mean a single sample, rather than
multiple samples or draws from the distribution.

46



The properties of the target are also important, and result in two typical distinctions for
prediction problems: classification and regression. Generally speaking, we have a regression
problem when )Y is continuous and a classification problem if ) is discrete. In regression
possible target set include ) = R or ) = [0,00). An example of a regression problem is
shown in Table 4.1.

] | size [sqft] | age [yr] | dist [mi] | inc [§] | dens [ppl/mi*] [ y |

X1 1250 5 2.85 96,650 12.5 2.35
X2 3200 9 8.21 245,800 3.1 3.95
X3 825 12 0.34 61,050 112.5 5.10

Table 4.1: An example of a regression problem: prediction of the price of a house in a
particular region. Here, features indicate the size of the house (size) in square feet, the age
of the house (age) in years, the distance from the city center (dist) in miles, the average
income in a one square mile radius (inc), and the population density in the same area
(dens). The target indicates the price a house is sold at, e.g. in hundreds of thousands of
dollars.

In classification we construct a function that predicts discrete class labels; this function
is typically called a classifier. The cardinality of ) in classification problems is usually small,
e.g. YV = {healthy, diseased}. An example of a data set for classification with n = 3 data
points and d = 5 features is shown in Table 4.2.

Classification problems can be further subdivided into multi-class and multi-label prob-
lems. A multi-class problem consists of providing the single label for an input. For example,
for (simple) blood-type with Y = {A, B, AB, O}, a patient can only be labeled with one of
these labels. Within multi-class problems, if there are only two classes, it is called binary
classification, such as the example in Table 4.2. In multi-label, an input can be associated
with more than one label. An example of a multi-label problem is the classification of text
documents into categories such as {sports, medicine, travel, politics}. Here, a single docu-
ment may be related to more than one value in the set; e.g. an article on sports medicine.
The learned function can now return multiple outputs.

Typically, to make the outputs more consistent between these two settings, the output
for both multi-class and multi-label is an indicator vector. For m = ||, the prediction for
blood types might be [0 1 0 0] to indicate blood-type B and the prediction for four article
labels could be [1 1 0 0] if it is both an article pertaining to sports and medicine.

As with the observation, the targets may themselves be complex, such as text targets.
One area that deals with more complex targets is structured-output prediction, where )
can be a set of structured outputs, e.g. strings, trees, or graphs. The cardinality of the
output space in structured-output learning problems is often very high. For example, when
predicting the functions of a protein, an entire ontology tree needs to be predicted, as
certain functionality is a subset of other functionality. As with the observation, we may be
able to find simpler re-representations for these targets, to apply more standard methods
from regression and classification. Again, we will discuss this more in Chapter 9. For now,
we will assume relatively simply targets, that are m-dimensional real-valued vectors or a
relatively small number of discrete outcomes.
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’ | wt [kg] [ ht [m] [ T [°C] | sbp [mmHg] | dbp [mmHg] [ y |

X1 91 1.85 36.6 121 75 -1
X2 75 1.80 37.4 128 85 +1
X3 o4 1.56 36.6 110 62 -1

Table 4.2: An example of a binary classification problem: prediction of a disease state for
a patient. Here, features indicate weight (wt), height (ht), temperature (T), systolic blood
pressure (sbp), and diastolic blood pressure (dbp). The class labels indicate presence of a
particular disease, e.g. diabetes. This data set contains one positive data point (x2) and two
negative data points (x1, x3). The class label shows a disease state, i.e. y; = +1 indicates
the presence while y; = —1 indicates absence of disease.

4.1.2 Deciding how to formalize the problem

Though we separate supervised learning problems into two categories, it is not always
clear cut how a problem should be formalized. For example, consider the output space
Y =1{0,1,2}. We can treat this as a multi-class classification problem, or we could presume
Y =[0,2] and learn a regression model. We can then threshold the predictions returned by
the regression model, by rounding them to the closest integer.

How do you decide which problem formulation to use? Though the mathematical pro-
cedures in machine learning are precise, deciding how to formulate real-world problem is
subtle, and so inherently less clear-cut. The selection of a particular way of modeling de-
pends on the analyst and their knowledge of the domain as well as technical aspects of
learning. In this example, you could ask: is there inherently an ordering to the outputs
{0,1,2}7 If not, say they correspond to Prefers apples, Prefers oranges, Prefers bananas,
then it may be a poor choice to model the output as an interval, which often implies or-
dering. On the other hand, regression functions can be easier to learn and often produce
surprisingly good classification predictions. Further, if there is an ordering to these classes,
say Good, Better, Best, then most classification models— which do not assume an ordering
on the outputs—would not be able to take advantage of this ordering to improve prediction
performance.

Formalizing the problem and selecting the function class, and objective is an important
step in using machine learning effectively. Fortunately, there is a wealth of knowledge,
especially empirically, that can guide this selection. As you learn more about the methods,
combined with some information about structure in your domain, you will become better
at this specification.

4.2 Unsupervised learning and semi-supervised learning

Datasets are not always complete: in some cases, we can only get labels for a small subset of
instances, or we cannot get any labels at all. For example, when predicting whether a cat is
in an image or not, we would need a human to take each image and label it with a 0 or 1. This
labeling can be expensive, and so we can only expect that a small number of all pictures with
cats have such an associated label. Using supervised learning only on this labeled subset if
likely to produce a poor predictor, because of limited data. Semi-supervised learning deals
with taking advantage of all the unlabeled data, to supplement the small labeled dataset, by
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finding structure in the features. For example, the features may lie on a lower-dimensional
manifold; this structure could be inferred from the unlabeled data, and potentially more
effectively restrict the function class to learn on the labeled dataset. Unsupervised learning
is focused only on obtaining this structure, without the goal of learning a function to predict
targets, because no targets are provided. Unsupervised learning will be discussed in Section
9.2.2, as a part of representation learning.

These two problem settings can be seen as an instance of a larger setting of learning
under missing data. In general, it may not only be difficult to gather the outputs, but
also some of the features. For example, when collecting patient data, it is likely that some
patients will omit some information. Even though it is difficult to gather the information
“has disease”, it can also be difficult to ensure that other more straightforward data like
“age” or “weight” is gathered. Further, one might even ask why there is a distinction
between features and targets: they are all associated information about one item, like a
patient. Given that a patient does have a disease, you may want to use this feature and
their age to predict their weight—which they so blithely chose not to disclose. This more
general way of approaching the problem can be useful when data is missing and leads to the
general problem of completion. Different techniques are often used in such a setting, and
we will not address it further until Section 9.2.2. For now, we keep the focus on supervised
learning, which we will still be able to use even when some features are missing, using some
simple heuristics for dealing with this missing data.

4.3 Optimal classification and regression models

Our goal now is to establish the performance criteria that will be used to evaluate predictors
f: X — Y and subsequently define optimal classification and regression models. To do so,
we assume we have access to the true joint distribution p(x,y) and ask what the optimal
prediction would be in this ideal case. The optimal predictor is defined based on a cost
function cost : Y x Y — [0, 00), where cost(g, y) reflects the cost or penalty for predicting ¢
when the true target is y. Because X,Y are random, the cost C' = cost(f(X),Y) is also a
random variable, because it is a function of these random variables. Our goal is to minimize
the expected cost. We first consider a few examples of costs, and then derive the optimal
predictors.

4.3.1 Examples of Costs

The costs for classification and regression are usually different. A typical cost function for
classification is

0 wheny=yg
cost(§,y) = (4.1)
1 wheny # 9

A more complex cost function might arise in settings where certain inaccurate predictions
are more problematic than others. Let’s consider a concrete example, in a medical domain.
Suppose our goal is to decide whether a patient with a particular set of symptoms (x) should
be sent for an additional lab test (y = 1 if yes and y = —1 if not), with cost ¢j,p, in order to
improve diagnosis. However, if we do not perform a lab test and the patient is later found to
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have needed the test for proper treatment, we may incur a significant penalty, say Clawsuit-
If Clawsuit => clap, as it is expected to be, then the classifier needs to appropriately adjust
its outputs to account for the cost disparity in different forms of incorrect prediction. Here,
the cost is better depicted as a table It is not always possible to define a meaningful cost

Y
-1 (—Has Disease) 1 (Has Disease)
v -1 (—Has Disease, No Test) 0 1000
1 (Has Disease, Do Test) 1 1

Table 4.3: The cost function for the medical lab, cost(y,y), with Clawsuit = 1000 and cja, = 1.

function and, thus, a reasonable criterion is to use the default 0-1 loss in Equation (4.1).
In regression, common costs are the squared error

cost(§,y) = (§ —y)? (4.2)

and the absolute error
cost(g,y) = |9 —yl. (4.3)

The squared error more heavily penalizes values further away from gy than the absolute
error. There are many other costs, that factor in the magnitude of the targets, such as the
percentage error.

4.3.2 Deriving the Optimal Predictors

We begin first by deriving the optimal classifier. We can express the expected cost as
follows, assuming the inputs are continuous real-valued vectors and the targets are from a
discrete set ) and § = f(x) for the given predictor f

E[C] = /X 3™ cost(£(x), 4)p(x, y)dx

- /X p(%) 3 cost(f(x), y)p(ylx)dx,

yey

where the integration is over the entire input space X = R?. Notice that we have to predict
one class for each observation: f(x) can only output one value § in ). But, the target
is random. Because of this the optimal classifier f* may not be able to obtain zero cost.
However, simply by looking at the above equation, we can obtain f* = argmin E[C], by
picking the best classifier for each x separately

[¥(x) = argmin E[C|X = x|

JeY
= argmin Y cost (g, y)p(y[x).
YeY ey

This classifier is called the Bayes risk classifier.
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If we use the 0-1 cost function, in Equation (4.1), the Bayes risk classifier simply becomes

f*(x) = argmin ) _ cost(g, y)p(y[x)

UEY yey
= argmax | 1 — Z cost (9, y)p(y|x)
JeY yeEY
= argmax Z (1 — cost(g,y))p(y|x) > because Z p(ylx) =1
YEY ey yeY
= argmax Z 0-p(ylx) + Z p(y|x)
UEY yeyy#y yeVy=7
= argmax p(y|x)
yey

Therefore, if p(y|x) is known or can be accurately learned, we are fully equipped to make
the prediction that minimizes the total cost. In other words, we have converted the problem
of minimizing the expected classification cost or probability of error, into the problem of
learning functions, more specifically learning probability distributions.

The analysis for regression is similar to that for classification. Here too, we are interested
in minimizing the expected cost of prediction of the true target y when a predictor f(x) is
used. The expected cost can be expressed as

/ / cost( £(x), y)p(x, y)dydx.

For simplicity, we will consider the squared error from Equation (4.2)

cost(f(x),y) = (f(x) — y)27

/ / *p(x, y)dydx

= X 2 X X.
- /X x) /y (F(x) — 9)2p(ylx)dyd
g(f(x))

which results in

Assuming f(x) is flexible enough to be separately optimized for each unit volume dx, we
see that minimizing E[C] leads us to the problem of finding § for each x to minimize

9(g) = /y (5 — 9)*p(ylx)dy

To find the optimal ¢, we can solve this minimization problem by finding a stationary point,
the global minimum. To do so, we differentiate g with respect to ¢ and find the point where
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the derivative equals zero

= 2/)}(32 —y)p(ylx)dy =0

o9
= ?)/p(yIX)dyz/yp(yIX)dy
% %
=1
= @/p(y!X)dy=/yp(y!X)dy
% ~- %

= = /yyp(yIX)dy =E[Y]x].
Therefore, the optimal predictor is
fH(x) = E[Y|x].

Therefore, the optimal regression model in the sense of minimizing the square error between
the prediction and the true target is the conditional expectation E[Y|X = x].2

Exercise 5: We can similarly compute the optimal predictor for the absolute error cost,
in Equation (4.3). Show that the optimal predictor for the absolute error is the conditional
median, Median[Y'| X = x]. O

The above has motivated that learning p(y|x) is sensible for classification, to reduce

0-1 classification error. An alternative to directly learning p(y|x) is to instead learn the
class-conditional and prior distributions, p(x|y) and p(y), respectively. Using

p(x,y)
p(x)
_ p(xly)p(y)
p(x)
o p(x|y)p(y)

p(ylx) =

we can see that these two learning approaches are equivalent in theory, to decide the § with
highest p(y|x). The choice depends on our prior knowledge and/or preferences. Models
obtained by directly estimating p(y|x) are called discriminative models and models obtained
by directly estimating p(x|y) and p(y) are called generative models.

4.3.3 Reducible and Irreducible Error

Having found the optimal regression model, we can now write the expected cost in the cases
of both optimal and suboptimal models f(x). That is, we are interested in expressing E[C]
when

It may appear that in the above equations, setting f(x) = y would always lead to E[C] = 0. Unfor-
tunately, this would be an invalid operation because for a single input x there may be multiple possible
outputs y and they can certainly appear in the same data set. To be a well-defined function, f(x) must
always have the same output for the same input. E[C] = 0 can only be achieved if p(y|x) is a delta function
for every x.
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1. f(x) =E[Y|x]
2. f(x) #E[Y]x].
When f(x) = E[Y|x], the expected cost can be simply expressed as

E[C] = /X p(x) /y EY|x] - y)2p(y|x)dydx
:/Xp(X)V[Y|X:x]dx (4.4)

Recall that V[Y|X = x] is the variance of Y, for the given x. The expected cost, therefore,
reflects the cost incurred from noise or variability in the targets. This is the best scenario
in regression for a squared error cost; we cannot achieve a lower expected cost.

The next situation is when f(x) # E[Y|x]. Here, we will proceed by decomposing the
squared error as

(f(x) = 9)* = (f(x) - E[Y[x] + E[Y[x] - )
= (f(x) = E[Y]x])* +2(f(x) — E[Y[x])(E[Y|x] — y) + (E[Y |x] - )*

9(x,y)

)
)

Notice that the expected value of g(x,Y’) for each x is zero because

= E[(f(x) - EY <)) (E[Y|x] - Y)lx|

= (f(x) — E[Y [X))E[(E[Y[x] - V)|x]
= (f(x) - E[Y | x]) (E[Y |x] - E[Y]x])
=0.

Therefore, we can conclude that E[g(X,Y)] = 0, when taking expectations over X. We
can now express the expected cost as

E[C] = E[(f(X) —Y)’]
= E[(f(X) - E[Y|X])’] + E[(E[Y|X] - V)?].
reducible error irreducible error

The first term reflects how far the trained model f(x) is from the optimal model E[Y |x].
The second term reflects the inherent variability in Y given x, as written in Equation (4.4).
These terms are also often called the reducible and irreducible errors. If we extend the
class of functions f to predict E[Y |x], we can reduce the first expected error. However, the
second error is inherent or irreducible in the sense that no matter how much we improve the
function, we cannot reduce this term. This relates to the problem of partial observability,
where there is always some stochasticity due to a lack of information. This irreducible
distance could potentially be further reduced by providing more feature information (i.e.,
extending the information in x). However, for a given dataset, with the given features, this

error is irreducible.

To sum up, we argued here that optimal classification and regression models critically
depend on knowing or accurately learning the posterior distribution p(y|x). This task can
be solved in different ways, but a straightforward approach is to assume a functional form
for p(y|x), say p(y|x, @), where 6 is a set of weights or parameters that are to be learned
from the data.
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4.4 [Advanced] Bayes Optimal Models

We saw earlier that optimal prediction models reduce to the learning of the posterior dis-
tribution p(y|x) which is then used to minimize the expected cost (risk, loss). However, in
practice, the probability distribution p(y|x) must be modeled using a particular functional
form and a set of tunable coefficients. When X = R? and ) = {0, 1}, one such example is
used in logistic regression, where

1
1 4 e_(w0+2j:1 wjxj)

p(lx) =

and p(0|x) = 1 — p(1]x). Here (wo,w1,...,wq) € R is a set of weights that are to be
inferred from a given data set D and x € R? is an input data point. A number of other
types of functional relationships can be used as well, providing a vast set of possibilities for
modeling distributions.

To be more precise about these functional forms, we should adjust our notation to denote
the distribution over y given x as

p(ylx) = p(ylx, f),

where f is a particular function from some function (hypothesis) space F. We can think
of F as a set of all functions from a specified class, say for all (wg,w1,...,wq) € RE+T in
the example above, but we can also extend the functional class beyond simple parameter
variation to incorporate non-linear decision surfaces. We typically select one function, given
the data—say the maximum likelihood or MAP solution

We could instead consider the distribution Y'|x, over all plausible functions f. In a
typical learning problem, we are given a data set D = {(x;, y;)}I; and are asked to model
p(y|x). For this purpose, we will think of D as a realization of a random variable D and
will assume that D was drawn according to the true underlying distribution p(x,y). Thus,
our task is to express p(y|x, D). Using the sum and product rules, will rewrite our original
task of estimating p(y|x) as

p(ylx, D) = /f p(ylx. f, D)p(fIx. D)df
- / p(ylx, £)p(fIx, D)df.
i

Here we used conditional independence between output Y and the data set D once a partic-
ular model f was selected based on D; thus p(y|x, f, D) = p(y|x, f). This equation, gives us
a sense that the optimal decision can be made through a mixture of distributions p(y|x, f),
where the weights are given as posterior densities p(f|x,D). In finite hypothesis spaces F
we have that

p(ylx, D) = > plylx, fp(f1x, D),

ferF

and p(f|x, D) are posterior probabilities. We may further assume that p(f|x, D) = p(f|D),
in which case the weights can be precomputed based on the given data set D. This leads
to more efficient calculations of the posterior probabilities.
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In classification, we can rewrite our optimal classifier as

[*(x,D) = argmax p(y|x, D)
yey

which readily leads to the following formulation

f*(x, D) = argmax / p(ylx, £, D)p(f|D)df
yey F

— argmex / p(ylx, H)p(DIF)p(f)df.
F

yey

It can be shown that no classifier can outperform the Bayes optimal classifier. Interestingly,
the Bayes optimal model also hints that a better prediction performance can be achieved by
combining multiple models and averaging their outputs. This provides theoretical support
for ensemble learning and methods such as bagging and boosting.

One problem in Bayes optimal classification is efficient calculation of f*(x,D), given
that the function (hypothesis) space F is generally uncountable. One approach to this is
sampling of functions from F according to p(f) and then calculating p(f|D) or p(D|f). This
can be computed until p(y|x, D) converges.
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Chapter 5

Linear Regression

Given a data set D = {(x;, ;) };—; the objective is to learn the relationship between features
and the target. We usually start by hypothesizing the functional form of this relationship.
For example,

f(x) = wo + wiz1 + waxo

where w = (wp, wy,we) is a set of parameters that need to be determined (learned) and
x = (x1,x2). Alternatively, we may hypothesize that f(x) = a+ Sz, where 8 = (o, ) is
another set of parameters to be learned. In the former case, the target function is modeled
as a linear combination of features and parameters, i.e.

d
f(x) =Y wjzy,
=0

where we extended x to (z¢g = 1,21,%9,...,24). Finding the best parameters w is then
referred to as linear regression problem, whereas all other types of relationship between the
features and the target fall into a category of non-linear regression. In either situation, the
regression problem can be presented as a probabilistic modeling approach that reduces to
parameter estimation: to an optimization problem with the goal of maximizing or minimiz-
ing some performance criterion between target values {y;};—, and predictions {f(x;)}. .

We can think of a particular optimization algorithm as the learning or training algorithm.

5.1 Maximum likelihood formulation

We now consider a statistical formulation of linear regression. We shall first lay out the
assumptions behind this process and subsequently formulate the problem through maxi-
mization of the conditional likelihood function. In following section, we will show how to
solve the optimization and analyze the solution and its basic statistical properties.

Let us assume that the observed data set D is a product of a data generating process in
which n data points were drawn independently and according to the same distribution p(x).
Assume also that the target variable Y has an underlying linear relationship with features
X = (X1, Xo,...,Xy), modified by some error term ¢ that follows a zero-mean Gaussian
distribution, i.e. € : N'(0,0?). That is, for a given input x, the target y is a realization of a
random variable Y defined as

d
Y = ijXj +e,
j=0
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where w = (wp,w1,...,wq) is a set of unknown coefficients we seek to recover through
estimation. Generally, the assumption of normality for the error term is reasonable (recall
the central limit theorem!), although the independence between ¢ and X may not hold in
practice. Using a few simple properties of expectations, we can see that Y also follows a
Gaussian distribution, i.e. its conditional density is p(y|x,w) = N (w'x, ?).

In linear regression, we seek to approximate the target as f(x) = w'x, where weights
w are to be determined. We first write the conditional likelihood function for a single pair

(y ~ i wjﬂ«“j)

202

exp | —

1
P(y|XaW) = \/ﬁ

where we use the notation exp(a) = €%, to make the exponent easier to read. Observe that
the only change from the conditional density function of Y is that coefficients w are used
instead of w. Incorporating the entire data set D = {(x;,vi)},_,, we can now write the
conditional likelihood function as p(y|X,w) and find weights as

WyLg = argmax {p(Y|X7 W)} .
w

Since the n examples are independent and identically distributed (i.i.d.), we have

n

p(yIX, w) = [] p(yilxi, w)
i=1
J 2
ﬁ 1 (yz —22j=0 ijCij)
= exp | —
i1 V2mo?

For the reasons of mathematical convenience, we will look at the logarithm (monotonic
function) of the likelihood function and express the log-likelihood as

2

n T d
In(p(y|X,w)) = — > log (\/ﬁ) — 5 0 | B = Y
i=1 i=1 §=0

Given that the first term on the right-hand hand side is independent of w, maximizing the
likelihood function corresponds exactly to minimizing the sum of squared errors

n d
Err(w) = (f(xi) — u:)? > f(xi) =Y wjzij = G-
=0

=1

Geometrically, this error is the square of the Euclidean distance between the vector of
predictions § = (f(x1), f(x2),..., f(x,)) and the vector of observed target values y =
(y1,%2,---,Yn). A simple example illustrating the linear regression problem is shown in
Figure 5.1.

To more explicitly see why the maximum likelihood solution corresponds to minimizing
Err(w), notice that maximizing the likelihood is equivalent to maximizing the log-likelihood
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v

Figure 5.1: A linear regression solution on data set D = {(1,1.2),(2,2.3),(3,2.3),(4,3.3)}.
The task of the optimization process is to find the best linear function f(xr) = wo+ wix so
that the sum of squared errors €3 + €3 + e3 + €3 is minimized.

(because log is monotonic) which is equivalent to minimizing the negative log-likelihood.
Therefore, the maximum likelihood w5 corresponds to
wyLe = argmin — In(p(y|X, w))

weERd
2

d
Yi — Z W;jTij
J=0

M=

n
1
= argmin Z log <\/ 27r02) + 5=
weRd 57 20% 5

n d 2
= argminz Yi — Z W;iT4j
j=0

weRd ;4
= argmin Err(w)
weRd
In the next sections, we will discuss how to solve this optimization and the properties of
the solution.

Note that we could have simply started with some (expert-defined) error function, as
was originally done for OLS and using Err(w). However, the statistical framework provides
insights into the assumptions behind OLS regression. In particular, the assumptions include
that the data D was drawn i.i.d.; there is an underlying linear relationship between features
and the target; that the noise (error term) is zero-mean Gaussian and independent of the
features; and that there is an absence of noise in the collection of features.

5.2 Ordinary Least-Squares (OLS) Regression

To minimize the sum of squared errors, we shall first re-write Err(w) as

Err(w) = Z (f(xi) — yi)2

=1

n d 2
WjLij —Yi | >
i=1 \j=0
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where, again, we expanded each data point x; by z;0 = 1 to simplify the expression.

We now calculate the gradient VErr(w). Finding weights for which VErr(w) = 0 will
result in a stationary point. To ensure that this stationary point is a global minimum, we
need a bit more information. We can look at the second derivative; this requires under-
standing of Hessian, so we include this later in the notes in Example 16. But, fortunately,
it is even simpler here, since we know that this objective is convex in w; therefore, any
stationary point will be a global minimum.

Now, we set the partial derivatives to 0 and solve the equations for each weight w;

OErr " d

5o =22 | 2 wimy — v | wio =0
Wo i=1 \j=0

OErr i d

5 =2 (D wjzy—yi | za =0
w1 i=1 \j=0

OErr “ d

5 =2 | Y wjwi—yi | wia =0
Wd i=1 \j=0

This results in a system of d+ 1 linear equations with d 4+ 1 unknowns that can be routinely
solved (e.g. by using Gaussian elimination).

While this formulation is useful, it does not allow us to obtain a closed-form solution
for w or discuss the existence or multiplicity of solutions. To address the first point we will
exercise some matrix calculus, while the remaining points will be discussed later. We will
first write the sum of square errors using the matrix notation as

Err(w) = (Xw —y) (Xw—y)
= [IXw —yl3,

where ||v|l, = Vv'v = \/U% +v23 +...v2 is the length of vector v; it is also called the 3
norm. We can now formalize the ordinary least-squares (OLS) linear regression problem as

WyLe = argmin | Xw — y|3 .
w

We proceed by finding VErr(w). The gradient function VErr(w) is a derivative of a scalar
with respect to a vector. However, the intermediate steps of calculating the gradient require
derivatives of vectors with respect to vectors (some of the rules of such derivatives are shown
in Table B.1). Application of the rules from Table B.1 results in

VErr(w) = 2X'Xw — 2X 'y
and, therefore, from VErr(w) = 0 we find that

wire = (X' X)X y. (5.1)
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We can now express the predicted target values as

The matrix X(X'X) 'X" is called the projection matriz; see Section C.1 to understand
how it projects y to the column space of X.

Example 13: Consider again data set D = {(1,1.2),(2,2.3),(3,2.3), (4, 3.3)} from Figure
5.1. We want to find the optimal coefficients of the least-squares fit for f(z) = wo + wix
and then calculate the sum of squared errors on D after the fit.

The OLS fitting can now be performed using

1.2

W — wo o 2.3
) - wy ) y - 23 )

3.3

— = =
I R

where a column of ones was added to x to allow for a non-zero intercept (y = wy when
x = 0). Substituting x and y into Eq. (5.1) results in w = (0.7,0.63) and the sum of square
errors is Err(w) = 0.223. O

As seen in the example above, it is a standard practice to add a column of ones to
the data matrix x in order to ensure that the fitted line, or generally a hyperplane, does
not have to pass through the origin of the coordinate system. This effect, however, can be
achieved in other ways. Consider the first component of the gradient vector

n d
OFr = 22 (Z W;Tij — yz) zio =0

o i=1 \j=0

where, because ;0 = 1 by definition, we obtain that

giving
n n d n
Dowo = Y= D Wiy Tij.
j=1 =1

1=1 =1

When all features (columns of X) are normalized to have zero mean, i.e. when ;" ;5 =0
for any column j, it follows that

1 n
wy = — 3
0 n;yz

We see now that if the target variable is normalized to the zero mean as well, it follows that
wy = 0 and that the column of ones is not needed.
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5.2.1 Weighted error function

In some applications it is useful to consider minimizing the weighted error function

2

n d
Err(w) = Zci ijxz‘j —Yi|
i=1  \j=0

where ¢; > 0 is a cost for data point i. Expressing this in a matrix form, the goal is to
minimize (Xw — y)T C (Xw — y), where C = diag (c1, ¢a, . .., ¢,). Using a similar approach
as above, it can be shown that the weighted least-squares solution w¢ can be expressed as
-1
we = (X'CX) X'Cy.
In addition, it can be derived that

T T
WC = WMLE + (X CX) X. (I - C) (XWMLE - y) 5

where Wy is provided by Eq. (5.1). We can see that the solutions are identical when
C =1, but also when Xwyz =y.

5.2.2 Predicting multiple outputs simultaneously

The extension to multiple outputs is straightforward, where now the target is an m-
dimensional vector, y € R™, rather than a scalar, giving target matrix Y € R™"*™. Corre-
spondingly, the weights W € R¥™ to give W'x € R™, with error

n
Err(W) = || XW — Y||§, = Z 1X;. W —Y;.|3 > Frobenius norm
i=1

= trace ((XW -Y) (XW — Y))
and solution

WMLE — (XTX)ileY.

Exercise 6: Derive this solution, by taking partial derivatives or, preferably, by using
gradient rules for matrix variables. A good resource for matrix gradients is the matrix
cookbook [16]. O

To gain further insight into the ordinary linear regression solution, see an algebraic
perspective in the appendix C.1. It provides more insights into uniqueness of the solution,
and the space of possible solutions, and connects the linear regression optimization to solving
systems.

5.3 Linear regression for non-linear problems

At first, it might seem that the applicability of linear regression to real-life problems is
greatly limited. After all, it is not clear whether it is realistic (most of the time) to assume
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n fUn ¢0($n> ¢p(xn)

Figure 5.2: Transformation of an n x 1 data matriz x into an n X (p + 1) matriz ® using
a set of basis functions ¢;, 7 =0,1,...,p .

that the target variable is a linear combination of features. Fortunately, the applicability
of linear regression is broader because we can use it to obtain non-linear functions. The
main idea is to apply a non-linear transformation to the data matrix X prior to the fitting
step, which then enables a non-linear fit. Obtaining such a useful feature representation is
a central problem in machine learning; we will discuss this in detail in Chapter 9. Here,
we will first examine a simpler expanded representation that enables non-linear learning:
polynomial curve fitting.

5.3.1 Polynomial curve fitting

We start with one-dimensional data. In OLS regression, we would look for the fit in the
following form

f($) = wo + w1z,

where x is the data point and w = (wg, w1 ) is the weight vector. To achieve a polynomial
fit of degree p, we will modify the previous expression into

p
flz) = wja?,
i=0

where p is the degree of the polynomial. We will rewrite this expression using a set of basis
functions as

P
flx) = wi¢;(x)
j=0
=w' ¢,
where ¢;(z) = 27 and ¢ = (¢o(z), ¢1(), ..., ¢p(x)). Applying this transformation to every
data point in x results in a new data matrix ®, as shown in Figure 5.2.
Following the discussion from Section 5.2, the optimal set of weights is calculated as
-1
Wl\/ILE - (@TQ) @Ty.

Example 14: In Figure 5.1 we presented an example of a data set with four data points.
What we did not mention was that, given a set {x1, z2,z3, 24}, the targets were generated
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Figure 5.3: Example of a linear vs. polynomial fit on a data set shown in Figure 5.1. The
linear fit, fi(x), is shown as a solid green line, whereas the cubic polynomial fit, f3(x), is
shown as a solid blue line. The dotted red line indicates the target linear concept.

by using function 1 + $ and then adding a measurement error e = (—0.3,0.3, -0.2,0.3). It
turned out that the optimal coefficients wyx = (0.7,0.63) were close to the true coefficients
w = (1,0.5), even though the error terms were relatively significant. We will now attempt
to estimate the coefficients of a polynomial fit with degrees p = 2 and p = 3. We will
also calculate the sum of squared errors on D after the fit as well as on a large discrete set
of values = € {0,0.1,0.2,...,10} where the target values will be generated using the true
function 1 + 3.

Using a polynomial fit with degrees p = 2 and p = 3 results in wo = (0.575,0.755, —0.025)
and ws = (—3.1,6.6,—2.65,0.35), respectively. The sum of squared errors on D equals
Err(ws) = 0.221 and Err(ws) =~ 0. Thus, the best fit is achieved with the cubic poly-
nomial. However, the sum of squared errors on the outside data set reveal a poor gen-
eralization ability of the cubic model because we obtain Err(w) = 26.9, Err(wsy) = 3.9,
and Err(ws) = 22018.5. This effect is called overfitting. Broadly speaking, overfitting is
indicated by a significant difference in fit between the data set on which the model was
trained and the outside data set on which the model is expected to be applied (Figure 5.3).
In this case, the overfitting occurred because the complexity of the model was increased
considerably, whereas the size of the data set remained small.

One signature of overfitting is an increase in the magnitude of the coefficients. For
example, while the absolute values of all coefficients in w and wo were less than one, the
values of the coefficients in wg became significantly larger with alternating signs (suggesting
overcompensation). We will discuss reqularization in Section 5.4.2 as an approach to prevent
this effect. g

Polynomial curve fitting is only one way of non-linear fitting because the choice of basis
functions need not be limited to powers of x. Among others, non-linear basis functions that
are commonly used are the sigmoid function

¢j(2) = ——=7
14+e @
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or a Gaussian-style exponential function

_(@—uy)?

pil@)=e T |

where 115, s;, and o; are constants to be determined. However, this approach works only for
a one-dimensional input x. For higher dimensions, this approach can be generalized using
radial basis functions; see Section 9.1 for more details.

5.4 Stability and the bias-variance trade-off

The OLS solution can be unstable. In this section, we show why this is the case, and
discuss how regularization can be used to mitigate this problem. We will then discuss a
foundational concept in machine learning: the bias-variance trade-off.

5.4.1 Sensitivity of the OLS solution

The OLS solution is unstable if X" X is not invertible. This can occur for two main reasons:
linearly dependent features and small datasets. Data sets often include large numbers of
features, which are sometimes identical, similar, or nearly linearly dependent. If the dataset
is small, it is feasible that some features are the same across samples, again resulting in
low-rank X. When XX is not invertible—or ill-conditioned—the OLS solution is highly
sensitive to small perturbations in y and X.

To see why, we will look at the singular value decomposition of X. As with the previous
linear algebra constructs, it allows us to easily examine properties of X. Let’s consider the
common case, where n > d: the number of samples is greater than the input dimension.
The singular value decomposition of X = UXV" for orthonormal matrices! U € R"*", V ¢
R?*? and non-negative (rectangular) diagonal matrix 3 € R™*?. The diagonal entries in 3

are the singular values, which we typically order in descending order o1, 09,...,04, giving
[c1 0 O e 0 7
0 o9 O . 0
. cp 0 ... O
: 0 oo ... O
slo o0 ... 0 o4 = [%dl where X, et .
0 0 ... 0 0 :
0 0 o4
(n —d) rows of zeros
L0 0 ... 0 0 |

Any matrix X € R"*? can be decomposed into its singular value decomposition, because any
linear transformation can be decomposed into a rotation (multiplication by V), followed
by a scaling (multiplication by 3), followed again by a rotation (multiplication by U).
This decomposition simplifies analysis of the properties of a matrix. For example, the
number of non-zero singular values constitutes the rank of X. To see why, assume o4 = 0,
and 041 > 0, meaning X has rank d — 1. Take any vector w € R%, and consider Xw.
We can write this product as USV'w = UXW for w = V'w. The product 3w sets the

! An orthonormal matrix U is square matrix that satisfies U'U =1 and UU' =1
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last dimension of W to zero, effectively removing that dimension and so projecting w into a
lower-dimensional (d — 1) space. Then it rotates that projected vector afterwards, using U,
but cannot undo that projection into a lower-dimensional space. Therefore, Xw can only
product § = Xw that lie in a d— 1-dimensional plane, rotated in R~!. This decomposition,
then, can help us understand the space of possible predictions for linear regression Xw.

Now we can discuss the least-squares solution, in terms of the singular value decompo-
sition of X. Notice that

X'X=VvZ'U'UZV' =Vx2V'

because U is orthonormal and so U'U = I the identity matrix (I is a diagonal matrix with
ones on the diagonal). The inverse of XX exists if X is full rank, i.e., 34 has no zeros on
the diagonal, because (X'X)™" = VX2V . The resulting solution for w looks like?

d T
u.
w=(X'X)"'X'y=VvE'U'y=> Lo, (5.2)
— g
where U = [uy,...,u,] € R™ " is the orthonormal matrix composed of the left singular
vectors, Ug = [uy,...,uy] € R™*?is the first d left singular vectors, and V = [vy,...,v4] €

R4 is the orthonormal matrix composed of the right singular vectors.

The solution in Equation (5.3) makes it clear why the linear regression solution can be
sensitive to perturbations. For small singular values, 0]71 is large and amplifies any changes
in y. For example, for slightly different noise component ¢; for the ith sample, the solution
vector w could be very different. A common strategy to deal with this instability is to drop
or truncate small singular values. This is a form of regularization, which we discuss in the
next section.

Remark: In the general case, where X is not full rank, we can still obtain a least-squares
solution to X' Xw = X'y. Now, there are potentially infinitely many solutions. The
common choice is to select the minimum variance solution, which corresponds to dropping
the components (singular vectors) for the zero singular values:

rank of X ‘IlT
]
J3
w= Y Lov; .
; a; (53)
]:1 J

Example 15: [Nearly linear dependent] Let’s look at a simple example of why X € R®*¢

might have small singular values. First, assume d = 2 and xo = x1, i.e., that the second
features is a copy of the first and simply redundant. Then X = U,V is the thin SVD
of X, where Us only has the first two columns of the full SVD. We can write this thin SVD
because X = Uy3o V' = UXV' where the zero singular values zero out the remaining
columns of U.

The SVD of just the first column x; € R"*! is straightforward: x; = ujo v, where
u; = x1/||x1]|, o1 = ||x1|| and v; = 1. The SVD of X = [x; x| is therefore, for any n-
dimensional unit vector us that is orthogonal to uj, and right singular vectors vi,ve € R2,
0 0 —-0.5 0.5

X=[u wEvi vo]' =[wm uy [ 21 0 ] l 0-5 05

] :ulal[l.() 1.0]

2The last step in the below equation, writing the matrix product as a sum, is not immediately obvious.
As an exercise, see if you can derive this last equality.
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—Laplace(0,1)
——MNormal(0,1)

Figure 5.4: A comparison between Gaussian and Laplace priors. Both prefers values to be
near zero, but the Laplace prior more strongly prefers the values to equal zero.

where we extended vy to two-dimensions (since d = 2), and defined v to be orthogonal
to that vector, and had to rescale o; to maintain unit singular vectors. So because x5 is
dependent on x7, the rank does not increase when we add it as a column and the singular
value o9 = 0.

If instead x5 = x1 + € for a small noise vector € € R", then instead we would find that o9
would no longer be zero, but would be very close to zero, because u; and the first singular
value o1 would largely be able to recreate xs. O

5.4.2 Regularization

So far, we have discussed linear regression in terms of maximum likelihood. But, as before,
we can also propose a MAP objective. Instead of specifying no prior over w, we can select
a prior to help regularize overfitting to the observed data. We will discuss two common
priors (regularizers): the Gaussian prior (f2 norm) and the Laplace prior (¢; norm), shown
in Figure 5.4.

Taking the log of the zero-mean Gaussian prior, N (0, \~1I), we get

T
W W

AT
RASERARE ) — Zw'w
T 2 In(27) —dIn(A) + 5 .

—Inp(w) = L In(27[A7'I|) +
because |A\7'I| = A~% where |A| is the determinant of the matrix A. As before, we can
drop the first constant which does not affect the selection of w.

Now we can combine the negative log-likelihood and the negative log prior. Then ig-
noring constants, we can add up the negative log-likelihood and negative log to the prior
to get

2
) ) 1 n d )\
argmin — In(p(y|X, w)) — In p(w) = argmin 252 Z Yi — Z w;zii |+ 5WTW
w w20 o =0
n d o2
= argminz Yi — Z w;ixi; |+ TWTW'
W= =0
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Therefore if we assume that the weights have a zero-mean Gaussian prior A(0, A\~ 1o?I),
then we get the following ridge regression problem:

c(w) = (Xw — y)T(XW —-y)+ Aw ' w > ||WH% =w'w

where ) is a user-selected parameter that is called the regularization parameter. The idea
is to penalize weight coeflicients that are too large; the larger the A, the more large weights
are penalized. Correspondingly, larger A corresponds to a smaller covariance in the prior,
pushing the weights to stay near zero. The MAP estimate, therefore, has to balance between
this prior on the weights, and fitting the observed data.

If we solve this equation in a similar manner as before, we obtain

WI\{AP = (XTX + )\I)iley

This has the nice effect of shifting the squared singular values in Zfl by A, removing stability
issues with dividing by small singular values, as long as A is itself large enough.
If we choose a Laplace distribution, we get an ¢ penalized objective

c(w) = (Xw —y)" (Xw —y) + Al w|:

which is often called the Lasso. This objective can be obtained similarly to the o regularized
objective, but instead using a Laplace distribution with parameter A for the prior. As with
the /5 regularizer for ridge regression, this regularizer penalizes large values in w. However,
it also produces more sparse solutions, where entries in w are zero. This preference can
be seen in Figure 5.4, where the Laplace distribution is more concentrated around zero. In
practice, however, this preference is even stronger than implied by the distribution, due to
how the spherical least-squares loss and the /; regularizer interact.

Forcing entries in w to zero has the effect of feature selection, because zeroing entries
in w is equivalent to removing the corresponding feature. Consider the dot product each
time a prediction is made,

d
XTW = ijwj = Z .’ijj.
7=0

Jrw;#0

This is equivalent to simply dropping entries in x and w where w; = 0.

For the Lasso, we no longer have a closed-form solution. We do not have a closed form
solution, because we cannot solve for w in closed-form that provides a stationary point.
Instead, we use gradient descent to compute a solution to w. The ¢; regularizer, however,
is non-differentiable at 0. Understanding how to optimize this objective requires a bit more
optimization background, so we provide this algorithm in the next chapter, in Algorithm 4.

5.4.3 Expectation and variance for the regularized solution

A natural question to ask is how this regularization parameter can be selected, and the
impact on the final solution vector. The selection of this regularization parameter leads
to a bias-variance trade-off. To understand this trade-off, we need to understand what it
means for the solution to be biased, and how to characterize the variance of the solution,
across possible datasets.
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Let us begin with understanding the bias and variance of the non-regularized solu-
tion, presuming that the distributional assumptions behind linear regression are true. This
means that there exists a true parameter w such that for each of the data points Y; =
Z;l:o w;jX;j + €;, where the ¢; are i.i.d. random variables drawn according to N(0,0?).
We can characterize the solution vector (estimator) wy, g as a random variable, where the
randomness is across possible datasets that could have been observed. In this sense, we
are considering the dataset D to be a random variable, and the solution wy, (D) from that
dataset as a function of this random variable.

Let us now look at the expected value (with respect to training data set D) for the
weight vector wy,, with € = (e1,¢9,...,ep):

E[wy(D)] = E {(XTX)l X (Xw + s)]
=E {(XTX)l (XTX)w} +E [(XTX) - XTE]
—E[w]+E [(XTX>1 XT} E[¢]

where the third equality follows from the fact that the noise terms e are independent of the
features and the last equality because w is a constant vector (non-random) and E[e] = 0.
An estimator whose expected value is the true value of the parameter is called an unbiased
estimator. The covariance matrix for the optimal set of parameters can be expressed as

Covwin (D)] = E [ (Wi (D) ~ ) (w3 (D) — )]
= E [wa(D)wyi (D) ] — wew”
Taking® X' = (XTX)71 X, we have wy (D) = w + X'e, so
Coviwy, (D) =E {(w + XT.s) (w + XT5> T} —ww'
=ww' +E [XTEETXTT} —ww'

because E [X'ew'] = E [X'|E[e]w’ = 0. Now because the noise terms are independent
of the inputs, i.e., E [ee"|X] = E [ee "] = 0*I, we can use the law of total probability (also
called the tower rule), to get

E|[X'ee X'T| = E[E [X'ee X'[X]]
=E |X'E [ee” [X] X']
= 0B [X'X"T].

Thus, we have
Covlwa(D)] = o?E [(X"X) ']

3This matrix is called the pseudo-inverse of X. The idea of a pseudo-inverse generalizes the concept of
inverses to non-invertible matrices, including rectangular matrices. It is a useful concept, but not one we
will need to use again and so is not explained in-depth here.
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It can be shown that estimator wy, (D) = X'y is the one with the smallest variance among
all unbiased estimators (Gauss-Markov theorem).

Unfortunately, however, as discussed above, the matrix X' X = VEVT can be poorly
conditioned, with some zero or near-zero singular values. Consequently, this covariance ma-
trix can be poorly conditioned, with high magnitude co-variance values. This implies that,
across datasets, the solution wy,, (D) can vary widely. This type of behavior is suggestive
of overfitting, and is not desirable. If our solution could be very different across several
different random subsets of data, we cannot be confident in any one of these solutions.

The regularized solution, on the other hand, is much less likely to have high covariance,
but will no longer be unbiased. Let wy,p(D) be the MAP estimate for the ¢, regularized
problem with some A > 0. Using a similar analysis to above, the expected value of wy;,p(D)
is

E[wyap(D)] = E {(XTX + )\I) X7 (Xw + e)}

E {(XTX A1) (XTX)w]
# w.

As A — 0, the MAP solution becomes closer and closer to being unbiased. The covariance
is

Covlwiap(D)] = 0B [(X X + A1) (X X)(X X + A1) ]

This covariance is much less susceptible to ill-conditioned X' X, because as discussed above,
the shift by A improves the condition. Consequently, we expect wyap to have lower variance
across different datasets that could have been observed. This correspondingly implies that
we are less likely to overfit to anyone dataset. Notice that as A — oo, the variance decreases
to zero, but the bias increases to its maximal value (i.e., the norm of the true weights).
As depicted in Figure 5.5, there is an optimal choice of A that minimizes this bias-variance
trade-off—if we could find it.

The reason we care about the bias and variance is that the expected mean-squared error
to the true weights can be decomposed into the bias and variance. To see why

d
E [|lw(D) - w|l}| =E [Z(ij) —W]

J=1

d
E [(w;(D) — w;)?]
=1

<

where we can then further simplify this inner term
E [(w;(D) - w))?] = E [(w;(D) — E[w;(D)] + E[w;(D)] - w;)?]
= E |(w;(D) — E [w;(D)])?] + E [ (E [w;(D)] - w;)?]
where the second step follows from the fact that

—2E [(w;j(DP) = E [w;j (D)) (E [w;(D)] - wj)] = (B [w;(D)] - wj)E [w;(D) - E [w;(D)]
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Figure 5.5: The bias-variance trade-off. Image obtained from: http://scott.fortmann-roe.
com/docs/BiasVariance.html

The first term above in E [(w;(D) — w;)?] is the variance of the jth weight and the second
term is the bias of the jth weight, where E [(E [w;(D)] — w;)?] = (E [wj(D)] — w;)? because

nothing is random in this term so the outer expectation is dropped. This gives

d

E [[w(D) —wl[3] = Y E [(w;(D) - w;)?]
7j=1
d
=Y (Ew;(D)] - wj)* + Viw;(D)]
7j=1

showing that the expected mean-squared error to the true weight vector w decomposes
into the squared bias—where the bias is E[w;(D)] — wj—and the variance. The bias-
variance trade-off reflects the fact that we could potentially reduce the mean-squared error
by incurring some bias, as long as the variance is decreased more than the squared bias.

Remark: We do not directly optimize the bias-variance trade-off. We cannot actually
measure the bias, so we do not directly minimize these terms. Rather, this decomposition
guides how we select models.

Exercise 7: Derive the covariance formula for wy,p (D). O

5.5 The Bias-Variance Trade-off

Above we assumed that the true model was linear, and so the only bias introduced was from
the regularization. This assumed that the hypothesis space of linear functions included the
true function, and that the bias introduced was only due to regularization. In reality, when
using linear regression with regularization, we are introducing bias both from selecting a
simpler function class and from the regularization. If the true function is not linear, then
we cannot compare the learned weights for a linear function directly to the true function.
If a powerful basis is used to first transform the data, then we can learn nonlinear functions
even though the solution uses linear regression. In this case, it is feasible that this function
class is sufficiently powerful and includes the true function, and that the bias is mostly due
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to regularization. But, in general, it will be difficult to guarantee that we have specified a
function class that includes the true function, and it will be difficult to directly compare
our parameters to true parameters (which may not even be of the same dimension).

We can more generally talk about bias and variance by considering instead the reducible
error. In fact, the bias-variance trade-off is all about reducing the reducible error. (Remem-
ber, we cannot reduce the irreducible error—the name says it all—by improving how we
estimate the function.) We can define a more general bias-variance decomposition that
compares function outputs rather than parameter vectors. Recall the reducible error corre-
sponds to E [(fp(X) — f(X))?], where f(X) is the optimal function, i.e., f(x) = E[Y|x]
for the squared cost. We previously discussed this reducible error for a fixed function, with
expectation only over X. But now we additionally consider the fact that fp is random,
and we can reason about its expectation and variance for a given x.

Let’s start by only considering the expected mean-squared error, for a given input x.
Using similar steps to the decomposition above, we get

E [(fo(x) = [(x)})] = (E[fp(x)] = [(x))? + V[fp(x)].

Notice that in the second line, the expectation is now inside the squared distance; this
term corresponds to the squared bias. The bias here reflects the output of the estimated
function fp(x), in expectation across all datasets D. The variance term reflects how much
the prediction for x can vary, if we learn on different iid datasets. This decomposition of
the mean-squared error into a squared bias and variance is not obvious, but does follow
similar steps to above. It is left as an exercise.

The above generalization highlights that one of the ways we balance bias and variance
is actually in the selection of the function class. If we select a simple function class, the
class is likely not large enough—not powerful enough—to represent the true function. This
introduces some bias, but likely also has lower variance, because that simpler function class
is less likely to overfit to any one dataset. If this class is too simple, we might say that our
function is underparametrized and is underfitting. On the other hand, if we select a more
powerful function class, that does contain the true function, we may not have any bias but
could have high variance due to the ability to find a function in your large class that overfits
a given dataset. In this setting, we might say the function is over-parametrized, and though
we have the ability to learn a highly accurate function, it will be difficult to actually find
that function amongst this larger class. Instead, one is likely to select a model that overfits
to the given data, and does not generalize to new data (i.e., performs poorly on new data).

Finding the balance between bias and variance, and between underfitting and overfitting,
is a core problem in machine learning. We discuss ways to theoretically and empirically
investigate this trade-off, in Chapter 10.
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Chapter 6
More advanced optimization principles

Given the optimization background in Chapter 2, and seeing how it is useful in the following
chapters, we can now turn to more advanced optimization approaches. We will now discuss
more in-depth how we obtain the second-order gradient descent update for the multivariate
case. We then discuss some computational improvements on these methods, particularly
through the use of improved step-size selection techniques, by using stochastic gradient
descent and some small modifications to deal with non-differentiable points. Finally, we will
also provide some basics on constrained optimization. When moving to the multivariate
case, it will be useful to get used to multivariate calculus. We provide some basic rules in
Section B.1; a more complete reference for these rules can be found in the (highly useful)
matrix cookbook [16].

6.1 Multivariate gradient descent

We can generalize the discussion on obtaining the gradient descent update in Section 2.2
from the univariate case to the multivariate case using the multivariate Taylor series ap-
proximation. The second-order Taylor approximation for a real-valued function of multiple
variables can be written as

clw) = é{w) = e(wo) + Ve(wo) (W = Wo) + 5 (w = Wo) Hlary (W = Wo)
where dc dc Oc
Ve(wo) = <8w1(w0), S (W), 6wd(wo)> € R
is the gradient of function c¢ evaluated at wg and
S5(wo)  gilgm(wo) - g (wo)
H () = st (0 %FWO) e Rixd
S wo) 7 (w)

is the Hessian matrix of function ¢ evaluated at wg. We provide some intuition for the
Hessian in the next section, but here it can be intuitively considered analogous to the
second derivative. Like the second derivative, it provides information about the curvature
of the function, and so provides useful information about how much to step in the direction
of the gradient for each w;.
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As a reminder about matrix-vector multiplication, the product of a d x d matrix H and
dx 1 vector wis a d x 1 vector Hw. Then, taking w' Hw is the dot product between a 1 x d
vector w' and d x 1 vector Hw, resulting in a scalar. For matrix-vector multiplication,

Hl: Hl:w <H1:7 W>

Ho. Ho.w <H2:7 W>
Hw = ) w = . = .

H,. H;w <Hd:a W>

When performing matrix-vector multiplication, you can just imagine the vector w turning
sideways and multiplying each row of H. For matrix-matrix multiplication, AB, you have to
ensure that the second dimension of A equals the first dimension of B. The matrix-matrix
multiplication decomposes into matrix-vector multiplication, for each column of B.

As before, to get the incremental update, we can take the gradient of this approximation
and obtain the (local) stationary point. Using the basic rules summarized below in Section
B.1, the gradient of é(w) is

Vé(w) = Ve(wo) + Hegw,) (W —wo) .

Again, we want to find wy such that this gradient is zero. If you are not yet familiar with the
inverse of a matrix, this will be discussed more in later sections of these notes (particularly
for linear regression in Chapter 5). For now, to solve for H i) (W —wo) = —Ve(wy),

one can compute the inverse HC_(IWO) and multiply both sides of the equation by this inverse.

This is again analogous to the inverse of a scalar: h™'h = 1. The corresponding multivariate
update, extended beyond Equation (2.1) for the scalar case, is

Witl1 = W; — (Hc(wi))71 VC(WZ) (6.1)

In Equation 6.1, both gradient and Hessian are evaluated at point w;.

The size of the Hessian makes the choice between first-order and second-order gradient
descent less obvious in the multivariate case. Unlike the scalar setting, computing the
Hessian itself is expensive (quadratic in the size of w) and it is further even more expensive
to compute the inverse of the Hessian. For this reason, more light-weight first-order updates
are often preferred. For example, if computing the Hessian costs O(d?n) as it does for the
linear regression objective, then the computational complexity of the second-order gradient
descent is O(d® + d?>n) in each iteration, assuming O(d®) time for finding matrix inverses.
On the other hand, again for linear regression, the computational complexity for first-order
gradient descent is only O(dn) per iteration.

The first order update for the multivariate case is an even greater approximation, because
the whole Hessian is approximated with a scalar % (making the Hessian approximation a

diagonal matrix with % on the diagonal). The gradient of the first-order approximation
then becomes

1
Vé(w) = Ve(wy) + " (W —wp)
and the resulting first-order update is
Wit1 = W; — UZVC(WZ) (62)

The selection of this step-size is an important consideration. We have already discussed one
basic strategy to select the step-size; in Section 6.5, we discuss a few more.
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6.2 Properties of the Hessian

Like the second-derivative, the Hessian reflects the curvature of the function at the point
wo. Each entry reflects how the partial derivative for w; changes when wj; is changed.

For additional intuition, consider the directional derivative. The directional derivative
reflects how a (multivariate) function changes when stepping a small amount ¢ in some fixed
direction u

lim c(w+ tu) — c(w).
t—0 t

Once we restrict ourselves to how the function changes in this one direction, it is easier
to imagine and it allows us to use the familiar second derivative rules for the univariate
setting. Let

w(t) = w+tu
g(t) = c(w(?)).

We can use the chain rule on g(t) to compute the derivative w.r.t. t.

/ O(w(t))
(1) = Ve(w(t) T2
= Ve(w(t)) u
g'(0) = Ve(w(0)) 'u
= Ve(w) 'u=0

where the last equality occurs because w is a stationary point and so Ve(w) = 0. The
second derivative is

A(w(t)) " o(wi(t
S = (at( ) Howo) (ai )
= u H(wipyu

For this stationary point w (corresponding to t = 0) to be a local minimum, ¢”(0) has to
satisfy the second derivative test: ¢”(0) > 0. This test is only satisfied if H,(w) is positive
definite, by definition of a positive definite matrix. Recall that a positive-definite matrix
H is one for which, given any u # 0, u' Hu > 0, or equivalently, has all eigenvalues
greater than zero. Since u was an arbitrary direction away from w, the Hessian must be
positive-definite to ensure that ¢”(0) > 0 for all u # 0.

The eigenvalues of the Hessian, therefore, reflect the curvature of the function locally.
If H.(w) has a very small eigenvalue A, then the corresponding eigenvector u—satisfying
H (w)u = Au—is a direction away fro w where the function is almost flat. This is because
g"(0) = u"H,(wyu = Au|3 = X is very small.

Example 16: We can now consider the Hessian H(y) for the linear regression solution.
This Hessian will enable us to verify if we indeed found a local minimum, of if instead we
found a stationary point that is a local maximum or a saddle point. The Hessian is

H(w) =2X"X.
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This Hessian is positive semi-definite matrix. To see why, consider that for any vector
w # 0,
w' X' Xw = (Xw) Xw = | Xw]; >0

where equality can only happen—for some w—if the columns of X are linearly dependent.
Since the Hessian is positive semi-definite for every w, this verifies the convexity of c¢(w).
Furthermore, if the columns of x are linearly independent, the Hessian is positive definite,
which implies that the global minimum is unique. O

6.3 Handling big data sets

One common approach to handling big datasets is to use stochastic approrimation, where
samples are processed incrementally. To see how this would be done, let us revisit the
gradient of the objective function, V¢(w). We obtained a closed form solution for Ve(w) =
0; however, for many other objective functions, solving for Ve(w) = 0 in a closed form way
is not possible. Instead, we start at some initial wq (typically random), and then step in the
direction of the negative of the gradient until we reach a local minimum. This approach is
called gradient descent and is summarized in Algorithm 2. Notice that here the gradient is
normalized by the number of samples n, as X' (Xw —y) grows with the number of samples
and makes it more difficult to select the stepsize.

Algorithm 2: Batch Gradient Descent(c, X,y)

1: // A non-optimized, basic implementation of batch gradient descent

w <« random vector in RY

eIT — 00

tolerance < 10e™*

max iterations < 10e°

while |c¢(w) — err| > tolerance and have not reached max iterations do
err < c(w) > for linear regression, c(w) = 5-||Xw — y||3
g + Ve(w) > for linear regression, Ve(w) = X" (Xw — y)
// The step-size n could be chosen by line-search, as in Algorithm 1
71 < line search(w, ¢, g)
W W — g

: return w

ol
e

For a large number of samples n, however, computing the gradient across all samples can
be expensive or infeasible. An alternative is to approximate the gradient less accurately
with fewer samples. In stochastic approximation, we typically approximate the gradient
with one sample', as in Algorithm 3. Though this approach may appear to be too much of
an approximation, there is a long theoretical and empirical history indicating its effectiveness
(see for example [6, 5]). With ever increasing data-set size for many scenarios, the generality
of stochastic approximation makes it arguably the modern approach to dealing with big
data. For specialized scenarios, there are of course other approaches. For one example, see
[17].

!Mini-batches are a way to obtain a better approximation but remain efficient.
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The training algorithm for stochastic gradient descent can now be revised to randomly
draw one data point at a time from D and then update the current weights using the
previous equation. Typically, in practice, this entails iterating one or more times over the
dataset in order (assuming it is random, with i.i.d. samples). Each iteration over the dataset
is called an epoch. The conditions for convergence typically include conditions on the step-
sizes, requiring them to decrease over time. As with batch gradient descent, these stochastic
gradient descent updates will converge, though with more oscillation around the true weight
vector, with the decreasing step-size progressively smoothing out these oscillations.

Algorithm 3: Stochastic Gradient Descent(c, X,y)

1: w < random vector in R?
2: for i =1, ... number of epochs do
3:  Shuffle data points from 1,...,n

4: forj=1,...,ndo

5: g < Vej(w) > for linear regression, Ve;(w) = (x; W — y;)x;
6: // For convergence, the step-size 7; needs to decrease with time, such as

7: // s = not= Y2 or ny = ni~! for an initial 7y (e.g., o = 1.0).

8: // In practice, it is common to pick a fixed, small stepsize

9: Nt < it

10: W W — 48

11: return w

6.4 Non-smooth but still continuous optimization

We assume throughout these notes that our objectives are continuous. However, this need
not mean that they are smooth: in some cases, these continuous objectives may have non-
differentiable points. For example, the ¢; regularizer is non-differentiable at 0, making
| Xw —y||3 + A||w||1 non-differentiable. One strategy is to use sub-gradient descent; loosely,
this amounts to selecting a reasonable choice for the gradient at the non-differentiable point.
Here, for example, we could take the partial derivative of /1 for w; to be zero at zero, -1 for
wj < 0 and 1 for w; > 0. Unfortunately, this descent is slow because there is a tendency
to jump around zero. Unlike /5, the gradient does not gradually decrease near zero, slowly
decreasing wj, but rather jumps between two large values —1 and 1. With such large
gradient, it is difficult to gradually decrease w; to zero, even if that is the optimal solution.

One alternative for such non-smooth objectives is to use proximal methods. The idea
is simple: use gradient descent for the smooth component of the optimization (the error
term || Xw — y||3), and then for values in w that are close to zero, set them to zero. This
thresholding idea, though simple, is a theoretically sound approach for optimizing with the
non-smooth ¢;. This thresholding operator is called the proximal operator, and can be
seen as a projection operator. Each time w is updated with the gradient, it moves it away
from a sparse solution; the proximal operator then projects w back onto the space of sparse
solutions. The proximal operator for ¢; is applied element-wise to w, and so is defined on
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each w; as, with stepsize 17 and regularization parameter A,

w; — A if w; > nA
prox, s, (w;) = ¢ 0 if |w;| < nA
w; + A if w; < —n.

The proximal operator on the entire vector w is defined element-wise: prox,, (w) =
[prox,\e, (W1), ..., prox, s, (wq)]. Nicely, the theory states that the stepsize should be no
larger than the inverse of the Lipschitz constant for the smooth part of the objective, where
intuitively the Lipschitz constants reflects how quickly the function changes. In Algorithm
4, we provide a gradient descent algorithm for the incremental update with the ¢; regu-
larizer, introduced as an algorithm called ISTA [4]. More generally, proximal methods are
used for other non-smooth objectives, though in these notes we only consider Lasso.

Algorithm 4: Batch gradient descent for ¢ regularized linear regression (X,y, \)

w <« 0 e R?

err <— 00

tolerance < 10e™*

// Precomputing these matrices, to avoid recomputing them in the loop
XX+ 1XTX

Xy + %XTy

// This stepsize is specific to the least-squares loss for linear regression
0 1/QIXX|r)

while |c¢(w) — err| > tolerance and have not reached max iterations do

—_

10:  err < c¢(w)

11:  // Proximal operator projects back into the space of sparse solutions given by ¢;
12: W <= prox,y,, (W — nX Xw +nXy)

13: return w

6.5 More methods to select the step-size

Because selecting the step-size is such an important part of an effective descent algorithm,
there are many ways to do so. In addition to line search, one of the most popular methods is
to use quasi-second-order (or quasi-Newton) methods. As we saw, the inverse of the Hessian
provides a good way to select the stepsize, but is typically too expensive to compute let
alone invert. Quasi-second-order methods approximate the Hessian, with as little storage
and computation as possible. One of the simplest such approximations is to approximate
only the diagonal of the Hessian, and the invert it, which only costs O(d) computation and
space. Such an approximation is typically quite poor for even the diagonal of the inverse
Hessian, and so is not commonly used. Instead, the most popular methods include LBFGS
[14], Adadelta [21] and Adam [11].
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Chapter 7
Generalized Linear Models

In previous sections, we saw that the statistical framework provided valuable insights into
linear regression, especially with respect to explicitly stating most of the assumptions in
the system (we will see the full picture only when Bayesian formulation is used). These
assumptions were necessary to rigorously estimate parameters of the model, which could
then be subsequently used for prediction on previously unseen data points.

In this section, we introduce generalized linear models (GLMs) which extend ordinary
least-squares regression beyond Gaussian probability distributions and linear dependencies
between the features and the target. This generalization will also introduce you to a broader
range of loss functions, called Bregman divergences.

We shall first revisit the main points of the ordinary least-squares regression. There,
we assumed that a set of i.i.d. data points with their targets D = {(x;, y;)};—,; were drawn
according to some distribution p(x,y). We also assumed that an underlying relationship
between the features and the target was linear, i.e.

d
Y = ijXj + g,
7=0

where w was a set of unknown weights and € was a zero-mean normally distributed random
variable with variance 2. In order to simplify generalization, we will slightly reformulate
this model. In particular, it will be useful to separate the underlying linear relationship
between the features and the target from the fact that ¥ was normally distributed. That
is, we will write that

1. Elylx] =w'x

2. pylx) = N(p,0?)

with 1 = w'x connecting the two expressions. This way of formulating linear regression

will allow us (%) to generalize the framework to non-linear relationships between the features
and the target as well as (47) to use the error distributions other than Gaussian.

7.1 Exponential transfer and the Poisson distribution

We will start first with an example of a GLM, before moving on to the general class and
general definition. Assume that data points correspond to cities in the world—described
by some numerical features—and that the target variable is the number of sunny days
observed in a particular year. The target variable y may look like a Poisson distribution,
given features x. It would be more natural, therefore, to model p(y|x) = Poisson(\), where
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A > 0 is the parameter (mean) of the Poisson distribution: E[y|x] = A\. However, because
A € RT, it would not be appropriate to model A with w'x € R. Rather, we would like
to transfer our linear prediction with some function f to adjusts the range of the linear
combination of features to the domain of the parameters of the probability distribution.

We can do so by introducing an exponential transfer for this Poisson distribution, and
more generically, later any invertible transfer function f. If we can instead estimate w such
that A = e“’Tx, then we can guarantee our estimates are in the correct range. Alternatively,
one can consider that we are learning a linear weighting of features to learn a transformed
parameter, log(\) = w'x. This simple modification is why these models are called gener-
alized linear models, because the key component is a still a linear weighting. We formalize
the types of distributions and transfers that can be considered in the below sections, but
first finish off this example with Poisson regression to provide a concrete example.

To establish the GLM model for Poisson regression, we assume (1) an exponential trans-
fer between the expectation of the target and linear combination of features, and (2) the
Poisson distribution for the target variable.

1. Ely|x] = exp (w'x) or log(E[y|x]) = w'x
2. p(y|x) = Poisson(\)

Exploiting the fact that F [y|x] = A, we connect the two formulas using A\ = ' The
resulting probability distribution is

T
T _ow X
eW XY . e

pylx) =
y!
for any y € N.

We can use maximum likelihood estimation to find the parameters of the regression
model. The log-likelihood function has the form

Ii(w) = w' xy; — e X 1y ;!

Our goal is to minimize the negative log-likelihood: miny, —Il(w). It is easy to see that
Vil(w) = 0 does not have a closed-form solution. Therefore, unlike linear regression, we
will have to use gradient descent. We could choose to use first-order or second-order gradient
descent, and batch or stochastic gradient descent. The key step in any of these is to first
compute the gradient for one sample. We start by deriving the partial derivative of the
negative log-likelihood for one sample

Oll;(w) T

W X5
=€ T'Tij — TijYi

ow;
T .
The gradient for one sample is

—Vili(w) =x; - (pi — vi)

79



where p; = e"' % is the prediction. Notice that p; — y; corresponds to a prediction error,
for sample 7. The batch gradient is

—Vil(w Z Vil (

I

-
Il
A

xi (pi — ¥i) (7.1)

I
b
4

P-vy)

where p is a vector with elements p; = eWTx", where p — y is an error vector.

Commonly, one would now just do stochastic or batch gradient descent. For stochastic
gradient descent, each step consists of using the gradient for one sample (i.e., —ll;(wy))
and for batch gradient descent, each step consists of using the gradient for all samples (i.e.,
—ll(wy¢)). We can additionally consider the Hessian matrix, both to evaluate the properties
of the stationary points as well as to allow for second-order gradient descent—though it is
likely too expensive if d is large. The second partial derivative of the negative log likelihood
function for one sample is

0?ll;(w) wlx:
B Ow; 0wy, — tue ik
= TijPiTik
with
O?ll(w Z 0?ll;(w
aw](‘)wk 8w]8wk

For P an n x n diagonal matrix with p; on the diagonal, the Hessian matrix is therefore
H_jyw) = X'PX. (7.2)

This matrix is positive definite if X is not low-rank, which would mean there is only one
stationary point and that it is the global minimum. In fact, we know that the objective
for Poisson regression is convex, even if X is not full rank, and so all stationary points are
global minima.

Exercise 8: Is there one global minimum if X is not full rank? (|

Exercise 9: What is the second-order update for Poisson regression? O

7.2 Exponential family distributions

In the previous section, we used a specific example to illustrate how to generalize beyond
Gaussian distributions. The approach more generally extends to any exponential family
distribution. For simplicity, here we focus on the natural exponential family, which is
sufficient for most generalized linear models. The natural exponential family is a class of
probability distributions with the following form

p(z]0) = exp (6z — a(0) + b(z))
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where 6§ € R is the parameter to the distribution, a : R — R is a log-normalizer function
and b : R — R is a function of only = that will typically be ignored in our optimization
because it is not a function of #. Many of the often encountered (families of) distributions
are members of the exponential family; e.g. exponential, Gaussian, Gamma, Poisson, or the
binomial distributions. Therefore, it is useful to generically study the exponential family to
better understand commonalities and differences between individual member functions.

Example 17: The Poisson distribution can be expressed as
p(z|\) = exp (zlog A — X\ — log z!) ,

where A € RT and X = Ny. Thus, 6 = log \, a(f) = ¢, and b(z) = —logx!. O

Now let us get some further insight into the properties of the exponential family param-
eters and why this class is convenient for estimation. The function a(#) is typically called
the log-partitioning function or simply a log-normalizer. It is called this because

a(f) = log/X exp (0z + b(z)) dz

and so plays the role of ensuring that we have a valid density: [ + p(xz)dx = 1. Importantly,
for many common GLMs, the derivative of a corresponds to the transfer function. For
example, for Poisson regression, the transfer function is f(0) = exp(6), and the derivative
of a is €/. Therefore, as we discuss below, the log-normalizer for an exponential family
informs what transfer f should be used.

The properties of this log-normalizer are also key for estimation of generalized linear
models. It can be derived that

da(f)
o0 ElX]

9%a()
002 VIA]

7.3 Formalizing generalized linear models

We shall now formalize the generalized linear models. The two key components of GLMs
can be expressed as

1. E[y|x] = f(wa) or g(Efy|x]) = w'x where g = f!
2. p(y|x) is an Exponential Family distribution

The function f is called the transfer function and g is called the link function. For Poisson
regression, f is the exponential function, and as we shall see for logistic regression, f is
the sigmoid function. The transfer function adjusts the range of w'x to the domain of Y
because of this relationship, link functions are usually not selected independently of the dis-
tribution for Y. The generalization to the exponential family from the Gaussian distribution
used in ordinary least-squares regression, allows us to model a much wider range of target
functions. GLMs include three widely used models: linear regression, Poisson regression
and logistic regression, which we will talk about in the next chapter about classification.
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To relate these more clearly to exponential family distributions, we have to consider
conditional distributions. Each p(y|x) is an exponential family distribution, with parameter
6 = x'w. When learning w—by maximizing likelihood—we are learning the parameter ;
for each sample (x;, ;). The general negative log-likelihood is

—ll(W) = —log H e9¢yifa(9)+b(yi)
=1

= — Z (QZyZ - a(@) + b(yz))
S Z 11;(w)

with gradients

B 8’(1]]' N 8wj B 8wj Yi
90, Ow;  Ow,

20, ') ow;

Yi

As was clear for Poisson regression, there is no guarantee of a closed-form solution for
w. Therefore, GLM formulations usually use iterative techniques, like gradient descent.
Hence, a single mechanism can be used for a wide range of link functions and probability
distributions, using these above gradients.

This update can be made more concrete, using the most common setting for GLMs.
Importantly, this setting only requires knowledge of the transfer function f, without explic-
itly needing to know the log-normalized a. This simplification arises from the connection
between the transfer f and the log-normalizer a alluded to above. We have discussed that
the transfer function f is chosen to reflect the range of the output variable y. However,
the choice should have other properties as well. In particular, we would like to ensure that
the g provides a smooth, convex negative log-likelihood, to simplify optimization. Usefully,
the parameter a of the exponential family distribution provides us with just such a choice:
f = Va. Because ggfj = x;j for 0; = X;—w, we get that

ow;, \ 06, ") ow

= (f(0:) — yi) 245
= (f(XzTW) - yz) Tij

Therefore, given the appropriate transfer f for the desired exponential family distribution,
the stochastic gradient descent update is simply

Wil = Wy — )t (f(XiTWt) - yz‘) X
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and the batch gradient descent update is

n
Wil = Wi — 1) Z (f(xiTWt) - yz) X
i=1
=w; — X' (p—y)
where p; = f(x; w;). To examine the Hessian, the second partial derivative of the negative
log likelihood function for one sample is

021l (w) of(6:)

T owjow, Y00,

For D an n x n diagonal matrix with %99:) on the diagonal, the Hessian matrix is therefore

H_jw) = —X'DX. (7.3)

As in Poisson regression, this matrix is guaranteed to be positive semi-definite, and further
positive definite if X is not low-rank.

Remark: The common setting of f = Va for GLMs has a connection to widely used
objectives called Bregman divergences. These divergences are written as D, (9||y), indicating
the difference between ¢ and y, where the divergence is parametrized by a. The minimization
of this Bregman divergence corresponds to the minimization of the negative log-likelihood
of the corresponding natural exponential family:

argmin D, (z||g(0)) = argmin — ln p(z|0).
0 [4

See [20, Section 2.2] and [2] for more details about this relationship.

Note that the chosen link does not necessarily have to correspond to the derivative of
a. Rather, this provides a mechanism for ensuring a nice loss function, since Bregman
divergences have nice properties, including being convex in the first argument. However,
this does not mean that any other link will necessarily result in an undesirable loss function.
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Chapter 8

Linear Classifiers

Suppose we are interested in building a linear classifer f : R? — {—1,+1}. Linear classifiers
try to find the relationship between inputs and outputs by constructing a linear function
(a point, a line, a plane or a hyperplane) that splits R? into two half-spaces. The two half-
spaces act as decision regions for the positive and negative examples, respectively. Given
a data set D = {(x;,y;)};—, consisting of positive and negative examples, there are many
ways in which linear classifiers can be constructed. For example, a training algorithm may
explicitly work to position the decision surface in order to separate positive and negative
examples according to some problem-relevant criteria; e.g., it may try to minimize the
fraction of examples on the incorrect side of the decision surface. Alternatively, the goal of
the training algorithm may be to directly estimate the posterior distribution p(y|x), in which
case the algorithm is more likely to rely on the formal parameter estimation principles; e.g.,
it may maximize the likelihood. An example of a classifier with a linear decision surface is
shown in Figure 8.1.

To simplify the formalism in the following sections, we will add a component zog =1 to
each input (z1,...,24). This extends the input space to X = R4*! but, fortunately, it also
leads us to a simplified notation in which the decision boundary in R¢ can be written as
w'x = 0, where w = (wg, w1, . . .,wyq) is a set of weights and x = (zg = 1,21, ...,x4) is any
element of the input space. Nevertheless, we should remember that the actual inputs are
d-dimensional.

Earlier in the introductory remarks, we presented a classifier as a function f : X — Y
and have transformed the learning problem into approximating p(y|x). In the case of

2 o
(x2,42) (x4, Yi)
- o o
o
o + o
- o
+ + °
+ n wo + wrx1 + wexe =0
n (x1,91) i +
+
1'1,

Figure 8.1: A data set in R? consisting of nine positive and nine negative examples. The
gray line represents a linear decision surface in R?. The decision surface does not perfectly
separate positives from negatives.
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linear classifiers, our flexibility is restricted because our method must learn the posterior
probabilities p(y|x) and at the same time have a linear decision surface in R?. This, however,
can be achieved if p(y|x) is modeled as a monotonic function of w'x; e.g., tanh(w'x) or
(1+ e‘WTx)_l. Of course, a model trained to learn posterior probabilities p(y|x) can be
seen as a “soft” predictor or a scoring function s : X — [0,1]. Then, the conversion from s
to f is a straightforward application of the maximum a posteriori principle: the predicted
output is positive if s(x) > 0.5 and negative if s(x) < 0.5. More generally, the scoring
function can be any mapping s : X — R, with thresholding applied based on any particular
value 7.

8.1 Logistic regression

Let us consider binary classification in R?, where X = R%*! and ) = {0,1}. Logistic re-
gression is a Generalized Linear Model, where the distribution over Y given x is a Bernoulli
distribution, and the transfer function is the sigmoid function, also called the logistic func-
tion,

o(t)y=(14e)"

plotted in Figure 8.2. In the same terminology as for GLMs, the transfer function is the
sigmoid and the link function—the inverse of the transfer function— is the logit function
logit(z) = In 1%, with

1. Efy|x] = o(w'x)
2. p(y|x) = Bernoulli(a) with a = E[y|x].
The Bernoulli distribution, with « a function of x, is

( 1 )y fory =1

_ l4e—w'x 8.1
p(y|X) - 1 1-y ( . )
(1 - He—wa) fory=20
=o(x"w)Y(1 —o(x"w))Y
where w = (wp, w1, ...,wq) is a set of unknown coefficients we want to recover (or learn).

Notice that our prediction is o(w'x), and that it satisfies

ply = 1]x) = o(w'x).

Therefore, as with many binary classification approaches, our goal is to predict the proba-
bility that the class is 1; given this probability, we can infer p(y = 0|x) = 1 — p(y = 1|x).

8.1.1 Predicting class labels

The function learned by logistic regression returns a probability, rather than an explicit
prediction of 0 or 1. Therefore, we have to take this probability estimate and convert it to
a suitable prediction of the class. For a previously unseen data point x and a set of learned
coefficients w, we simply calculate the posterior probability as

1
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Figure 8.2: Sigmoid function in [—5,5] interval.

If P(Y = 1|x,w) > 0.5 we conclude that data point x should be labeled as positive (§ = 1).
Otherwise, if P(Y = 1|x,w*) < 0.5, we label the data point as negative (§ = 0). The
predictor maps a (d + 1)-dimensional vector x = (xg = 1,1, ...,x4) into a zero or one.

As we discuss in Chapter 10, however, this threshold need not be 0.5. In some cases, one
might care more about failing to identify a positive (e.g., failing to identify a disease); in
such a case, it may be safer to err on the side of a smaller threshold, so that more instances
are labeled as positive. Further, the probability values themselves can be reflective: even if
both classifiers produce good accuracies, it is preferable to have a classifier that consistently
produces probabilities near 0.9 and 0.1, rather than less confident probabilities that hover
around 0.5. This reason for this is that small perturbations are expected to have more
impact on the second classifier, which could suddenly erroneously swap the labeling on an
instance. To quantify this aspect of the prediction, other measures—such as the reported
operating curve—are preferred, which we discuss in Section 10.4. For now, we will assume
this simpler thresholding and leave more advanced evaluation of classification algorithms to
later.

Notice that the logistic regression classifier is a linear classifier, despite the fact that
the sigmoid is non-linear. This is because P(Y = 1|x,w) > 0.5 only when w'x > 0. The
expression w'x = 0 represents the equation of a hyperplane that separates positive and
negative examples.

8.1.2 Maximum likelihood estimation for logistic regression

Because logistic regression is a GLM, we can use the generic gradient descent algorithm
derived in Section 7.3 with transfer f = o, with the following gradient of the negative
log-likelihood per sample

ll;(w)

8’(0]‘

= (U(XZTW) - yz) Tjj.

Even though we know the final update, as an exercise, we will explicitly derive the
maximum likelihood solution. As before, assume that the data set D = {(x;,y;)};_; is an

86



i.i.d. sample from a fixed but unknown probability distribution p(x,y) = p(y|x)p(x). The
data is generated by randomly drawing a point x according to p(x) and then sets its class
label Y according to the Bernoulli distribution in (8.1). The negative log-likelihood for this
dataset is —ll(w) = > —Il;(w) where

li(w) = log p(yi|x)
= yilogo(w'x;) 4+ (1 —y;) log (1 - a(wai))

1 1
= (o (e ) - 0w (1= = ))

The negative of the log-likelihood with this [l; is typically referred to as the cross-entropy.
From here, you could take the derivative of each component in this sum, using the chain
rule for the sigmoid. For the first component, with p; = o(6;),

Oyilogo(w'x;)  0dlogo(6;) 00;
8wj Y 8@ U)i]
_Ologp; Op; 09;
T 0p 06, wy
1 Op; 009;
yi}; 90 wij
= yi;f?(@i)(l — o(6:))xi;

1

= yi(1 — ()4

T

because
00;

You can verify this step for yourself, but explicitly plugging in the definition of o. For the
second component, following similar steps, we get

= a(6:)(1 — o(6;)).

(1 —y;)log(1 — o(w'x;))
8wj

= (yi — 1)o(0;)z;

Summing these together and taking the negative, we end up with the gradient (p; — y;)xs;.

For further practice taking gradients of these objectives, we could have slightly rear-
ranged the objective before taking the gradient. This would lead to another path to derive
the update rule for logistic regression, which we go through now. Notice first that

1 e W X
1 — =
( 1+ e—WTXi> 14+e Wi

giving

H(w) =" (= yi-log (1+e™") 4+ (1-y;) - log (™) = (1 — i) - log (147 1))

~
sy

n

o (R

=1
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Again, unlike linear regression, its clear there is no closed-form solution to VII(w) = 0.
Thus, we have to proceed with iterative optimization methods. We initialize wq usually
to a random vector, or potentially with the linear regression solution which provides a
much better initial point. Because the objective is convex, the initialization only affects the
number of steps, but should not prevent the gradient descent from converging to a global
minimum. The stochastic gradient descent update is

Wil =W — ) (U(X;Wt) - yz‘) X;

and the batch gradient descent update is

n

Wil = Wi — 1) Z (U(Xith) - Z/z‘) X;
i=1

=w; — X' (c(Xwy) —y)
where we overload the definition of ¢ when applied to a vector to mean that it individually

applies to each element in that vector: o(v) = [0(v1),...,0(v,)]. The Hessian is H_jw) =
—X"DX where D is a n x n diagonal matrix with p;(1 — p;) on the diagonal (see (7.3)).

Weighted conditional likelihood function

In certain situations, it may be justified to allow for unequal importance of each data point.
This modifies the conditional likelihood function to

iw) =[] pf™ - (1= po) e,
i=1

where 0 < ¢; < 1 is a cost for data point i. Taking that C = diag(c1,co,...,¢,) we can
now express the gradient of the negative log-likelihood as

~Vil(w) =X C(p—y)
and the Hessian as
H jw) =-X'CP(I-P)X.

It is interesting to observe that the Hessian remains positive semi-definite. Thus, the update
rule is expected to converge to a global minimum.

8.1.3 Issues with minimizing Euclidean distance

A natural question is why we went down this route for linear classification. Instead of
explicitly assuming P(Y = 1|x,w) is a Bernoulli distribution and computing the maximum
likelihood solution for o(x'w) = E[Y|x] = P(Y = 1]x,w), we could have simply decided
to use o(x'w) to predict targets y € {0,1} and then tried to minimize their difference,
using our favorite loss (the squared loss). Unfortunately, this more haphazard problem
specification results in a non-convex optimization. In fact, there is a result that using

the Euclidean error for the sigmoid transfer gives exponentially many local minima in the
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number of features [1]. For interest about this alternate route, we will show that this
direction leads to a non-convex optimization.
Let the error function with Euclidean distance now be written as

Err(w) = Z (vi —Pz’)Z >pi = U(XzT ), € =Yi—Di
i=1

The minimization of Err(w) is formally expressed as

w* = arg min {Err(w)}

= arg min {z”: (yi — pi)Q} . (8.2)
w i=1

Similar to the maximum likelihood process, our goal will be to calculate the gradient vector
and the Hessian of the error function. The partial derivatives of the error function can be
calculated as follows

OErr(w) 0 X,
n
oe;
— Z 2. e; - 861
i=1 wj
e 2 . PR . . e—w X; | .
; (yz 1 + ewai> (1 + efwai)Z ( Z])
; 1] 1 + e*WTxi ( 1 + ewai) (y’L 1 + ewai>

-
— 26/ P(I-P)(y-p).
This provides the gradient vector in the following form
VErr(w) = —2X"P(I-P)(y — p).

Matrix J = P (I — P) X is referred to as Jacobian. In general, Jacobian is an n X d matrix
calculated as

Oe1  Oey . Oe

w1 Owa awd
JErr(w) =

Oen Oen

ow1 Owyg

The second partial derivative of the error function can be found as

-2y

= 2 me (z p¢)2+pi-(1—p¢)-(2p¢—1)'(yi—p¢))-xik-

Ode; Oe; D%e;

+e; -

O?Err(w)
8wj6wd

8wd ow; Ow;0wg
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Figure 8.3: Naive Bayes graphical model, with three features.

Thus, the Hessian can be computed as
Hgnw) = 2X'(I-P)'P'P(I-P)X+2X"(I-P)' PTE(2P - D)X
= 2J'J+2JTE(2P - DX,

where P = diag {p}, E = diag {e} is a diagonal matrix containing elements E;; = e; = y; —p;
and I is an identity matrix.

We can now see that the Hessian is not guaranteed to be positive semi-definite. This
means that Err(w) is not convex, i.e. it must have multiple minima with different values
of the objective function. Finding a global optimum depends on how favorable the initial
solution w(® is and how well the weight update step can escape local minima to find better
ones. Minimization of this non-convex function, however, will be much more problematic
than the convex cross-entropy.

8.2 Naive Bayes Classifier

Naive Bayes classification is a generative approach to prediction. So far, we have discussed
discriminative approaches (linear regression, logistic regression), which attempt to learn
p(y|x). For a generative setting, we learn p(x,y) = p(x|y)p(y). As you can imagine,
this can be a more difficult undertaking, as we also need to learn the distribution over the
features themselves. For naive Bayes, we significantly simply learning this joint distribution
by making a strong assumption: the features are conditionally independent given the label.
This assumption is demonstrated by the graphical model in Figure 8.3.

As with discriminative classifiers, like logistic regression, the decision rule for labeling a
point as class ¢ (i.e., y =1) is

argmax p(y = c|x)
ce{l,....k}

where p(y = 1|x) « p(x|y = 1)p(y = 1). For two classes, this corresponds to picking class 1
if p(y = 1|x) > p(y = 0|x).

To start, we will assume a simpler setting with binary features, and then address contin-
uous features. Note that naive Bayes is a linear classifier for binary features; more generally,
however, it is not necessarily a linear classifier. Note that a linear classifier is one in which
the two classes are separated by a linear plane, i.e., the decision boundary is according to
some linear combination of features.
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8.2.1 Binary features and linear classification

Let D = {(x;,y}"; be an input data set, where X = {0,1}¢ and Y = {0,1}. Under the
naive Bayes assumption, the features are independent given the class label. Therefore, we
can write

d

p(xly) = [ plxily).

i=1
A suitable choice for this simpler univariate probabilities is a Bernoulli distribution, since
each z; is binary, giving

1—z;

p(z;ly = ¢) = pjo(1 — pje)

The parameters for the Bernoulli distributions are p;. = p(z; = 1y = ¢), with a different
parameter p; . for each class value c and for each feature. We can easily learn this parameter
from data by calculating

number of times z; = 1 for class ¢

Pie = Humber of datapoints labeled as class ¢’

Similarly, we can learn the prior p. = p(y = ¢) using

number of datapoint labeled as class ¢

= =C) =
pe =Py ) total number of datapoints
Notice that this approach could also be accomplished for more classes than just two. The
prediction on a new point x is then
ma =¢|x) = maxp(x|y = ¢ =c
nax p(y = cfx) = maxp(x|y = c)p(y = )
d

= max [[ p(z;ly = o)p(y = ¢)
ceY =1

d
= Imax 1
oy 1;[1 DPj,cPc

Exercise 10: The solution above is intuitive, and comes from similarly deriving the
maximum likelihood solution. Assuming that you have n datapoints and the chosen distri-
bution p(x;|y) is Bernoulli as described above, derive the maximum likelihood parameters
Pj.e,pe for 5 =1,...,d,c=0,1. To make things simpler, use the log of the likelihood. [

Linear classification boundary with binary features and targets

Interestingly, naive Bayes classifier with binary features and two classes is a linear classifier.
This is somewhat surprising, as this generative approach looks very different from what
we did before. To see why this is the case, notice that the classifier will make a positive
decision when

p(y = 1|x) > p(y = 0|x)
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that is, when

p(x|ly =1)p(y =1) > p(x|y = 0)p(y = 0)

We will shorten this notation using p(y = 0) = p(0), p(x|y = 0) = p(x|0), etc. Using the
naive Bayes assumption, we now have

d d
H (x]1) > p(0 H (x4]0)
j=1 j=1
which, after applying a logarithm, then becomes
d d
logp(1) + Y _logp(x;]1) > logp(0) + Y log p(x;]0)
j=1 Jj=1

Let us now investigate class-conditional probabilities p(x;|y), when y € {0,1}. Recall that
each feature is Bernoulli distributed, i.e.

1—z;

p(z]1) = p;i(1 = pja)
and

1—z;

p(;10) = p35(1 = pjo)

where parameters p; . are estimated from the training set. Taking p(y = ¢) = p., we have

Z:acjlogpj1 pjo Zlog p], +lo >0
1—29]1)10]0 i=1 po

We can write the previous expression as

d
wo + Z WL >0
j=1
where
p] 1
wy = log S lo g
Po Z 1— Pj0

7j=1

— Jog P21 (1= Pi0) jef1,2,...,d}

W
! (1 =pj1)pio

Therefore, in the case of binary features, naive Bayes is a linear classifier.

8.2.2 Continuous naive Bayes

For continuous features, a Bernoulli distribution is no longer appropriate for p(z;|y) and we
need to choose a different conditional distribution p(x|y). A common choice is a Gaussian
distribution, now with a different mean and variance for each feature and class, p;, aj%c:

— Ti— s 2
p(xj|y =c) = (271’0']2,6) 1/2 exp <_w )

j?c
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Since y is still discrete, we can approximate p(y) using counts as before. The maximum
likelihood mean and variance parameters correspond to the sample mean and sample co-
variance for each given class separately. This involves computing the mean and variance of
feature j across the datapoints labeled with class c:

Pie1 Ly = o)z
number of datapoints labeled as class ¢

2 _ i1 Wy = o) (@) — Mj,c)2
7¢ " number of datapoints labeled as class ¢

Mj7c =

Exercise 11: Derive the maximum likelihood formulation for a Gaussian naive Bayes
model, and check that the solution does in fact match the sample mean and variance for
each feature and class separately, as above. ]

8.3 Multinomial logistic regression

Now let us consider discriminative multiclass classification, where X = R% and ) =
{1,2,...,k}. This setting arises naturally in machine learning, where there is often more
than two categories. For example, if we want to predict the blood type (A, B, AB and O) of
an individual, then we have four classes. Here we discuss multiclass classification where we
only want to label a datapoint with one class out of k. In other settings, one might want to
label a datapoint with multiple classes; this is briefly mentioned at the end of this section.

We can nicely generalize to this setting using the idea of multinomials and the cor-
responding link function, as with the other generalized linear models. The multinomial
distribution is a member of the exponential family. We can write

1
p(ylx) = ————p(y1 = 1[x)"" ..., p(y = 1x)% (83)
Y1 Yk

where the usual numerator n! = 1 because n = Z§:1 y; = 1 since we can only have one class

value. As with logistic regression, we can parametrize p(y; = 1|x) = o(x'

we must also ensure that Z?Zl p(y; = 1|x) = 1. To do so, we “pivot" around the final class,

w;). However,

plyr = 1|x) = 1— k1 p(y; = 1|x) and only explicitly learn w1, ..., w;_1. Note that these

j=1
models are not learned independently, because they are tied by the probability for the last
class. The parameters can be represented as a matrix W € R%* where W = (W1, ..., W]

is composed of k weight vectors with wi = 0. We will see why we fix wj = 0.
The transfer (inverse of the link) for this setting is the softmax transfer

softmax(x ' W) = l keXp(XTWI) . kexp(xka) ]
i1 exp(x T wj) >i—1 exp(xwy)
exp(xwy) exp(x | wp)
- [1T exp(xTW)’" 771 T exp(xTW)l

and the prediction is softmax(x) = ¥ € [0, 1]¥, which gives the probability in each entry of
being labeled as that class, where §'1 = 1 signifying that the probabilities sum to 1. Note

that this model encompasses the binary setting for logistic regression, because o(x'w) =
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-
(1+exp(—x"w))" ! = %. The weights for multinomial logistic regression with two

classes are then W = [w, 0] giving
exp(x'w)
17 exp(x"W)

exp(x ' w)

ply=0[x) =

exp(xTw) + exp(x'0)
exp(x ' w)

exp(xTw) +1

=o(x'w).

Similarly, for & > 2, by fixing wi = 0, the other weights w1y, ..., wi_1 are learned to ensure

X T k .
that ply = ) = 1PE0HR = oy 0 that T ply =) = 1
-

With the parameters of the model parameterized by W and the softmax transfer, we
can determine the maximum likelihood formulation. By plugging in the parameterization
into Equation (8.3), taking the negative log of that likelihood and dropping constants, we
arrive at the following loss for samples (x1,¥1), ..., (Xn,¥Yn)

WeRernkH\lN 02 Z log ( exp(x W)) - XiTWyi

with gradient
" exp(x; W)T

Vzn: <log <1T exp(xTW)) - XTWy-) = Z . —xpy; .
i=1 ' ' ' = 1T exp(x{ W) o

As before, we do not have a closed form solution for this gradient, and will use iterative
methods to solve for W. Note that here, unlike previous methods, we have a constraint on
part of the variable. However, this was solely written this way for convenience. We do not
optimize W.p, as it is fixed at zero; one can rewrite this minimization and gradient to only
apply to the W..;_1). This corresponds to initializing W = 0, and then only using the
first £ — 1 columns of the gradient in the update to W, (1.4_1)-

The final prediction softmax(x' W) € [0,1] gives the probabilities of being in a class.
As with logistic regression, to pick one class, the highest probability value is chosen. For
example, with k = 4, we might predict [0.1 0.2 0.6 0.1] and so decide to classify the point
into class 3.

Remark about overlapping classes: If you want to predict multiple classes for a data-
point x, then a common strategy is to learn separate binary predictors for each class. Each
predictor is queried separately, and a datapoint will label each class as 0 or 1, with poten-
tially more than one class having a 1. Above, we examined the case where the datapoint
was exclusively in one of the provided classes, by setting n = 1 in the multinomial.

94



Chapter 9
Representations for machine learning

At first, it might seem that the applicability of linear regression and classification to real-
life problems is greatly limited. After all, it is not clear whether it is realistic (most of the
time) to assume that the target variable is a linear combination of features. Fortunately,
the applicability of linear regression is broader than originally thought. The main idea is to
apply a non-linear transformation to the data matrix x prior to the fitting step, which then
enables a non-linear fit. Obtaining such a useful feature representation is a central problem
in machine learning.

We will first examine fixed representations for linear regression: polynomial curve fitting
and radial basis function (RBF) networks. Then, we will discuss learning representations.

9.1 Radial basis function networks and kernel representa-
tions

The idea of radial basis function (RBF) networks is a natural generalization of the poly-
nomial curve fitting and approaches from the previous Section. Given data set D =
{(xi,yi)}1=q, we start by picking p points to serve as the “centers” in the input space
X. We denote those centers as cq,ca,...,c,. Usually, these can be selected from D or
computed using some clustering technique (e.g. the EM algorithm, K-means).

When the clusters are determined using a Gaussian mixture model, the basis functions
can be selected as

o;(x) = e*%(X*CJ)TEj—l(X*Cj),

where the cluster centers and the covariance matrix are found during clustering. When
K-means or other clustering is used, we can use

¢j (X) =e€ * )

where o;’s can be separately optimized; e.g. using a validation set. In the context of
multidimensional transformations from x to ®, the basis functions can also be referred to
as kernel functions, i.e. ¢; (x) = k; (x,¢;). Matrix
do(x1) ¢1(x1) - gp(x1)
Po(x2)  ¢1(x2)
b = :

Po(xn) bp(%n)
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Figure 9.1: Radial basis function network.

is now used as a new data matrix. For a given input x, the prediction of the target y will
be calculated as

Fx) = wot ) wid;(x)

j=1
p
= ) wi¢; (%)
j=0

where ¢p (x) = 1 and w is to be found. It can be proved that with a sufficiently large
number of radial basis functions we can accurately approximate any function. As seen in
Figure 9.1, we can think of RBFs as neural networks.

RBF networks and kernel representations are highly related. The main distinction is that
kernel representations use any kernel function for the similarity measure k(x,c;) = ¢;(x),
where radial basis functions are one example of a kernel. In addition, if an RBF kernel is
chosen, for kernel representations typical the centers are selected from the training dataset.
For RBF networks, the selection of the centers is left generally as an important step, where
they can be selected from the training set but can also be selected in other ways.

9.2 Learning representations

There are many approaches to learning representations. Two dominant approaches are
(semi-supervised) matrix factorization techniques and neural networks. Neural networks
build on the generalized linear models we have discussed, stacking multiple generalized
linear models together. Matrix factorization techniques (e.g., dimensionality reduction,
sparse coding) typically factorize the input data into a dictionary and a new representation
(a basis). We will first discuss neural networks, and then discuss the many unsupervised
and semisupervised learning techniques that are encompassed by matrix factorizations.
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Input Hidden Output
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Figure 9.2: Generalized linear model, such
as logistic regression. Figure 9.3: Standard two-layer neural network.

9.2.1 Neural networks

Neural networks are a form of supervised representation learning. As before, the goal is to
learn a function of inputs, f, to produce a prediction of the target: f(x). The addition of
hidden layers, with non-linear activation functions, enables learning of nonlinear functions f.
For some intuition, one can consider that all the first hidden layers constitute representation
layer, with learning on the last layer corresponding to supervised prediction part. Figure
9.2 shows the graphical model for the generalized linear models we discussed in the previous
chapters, where the weights and corresponding transfer can be thought of as being on the
arrows (as they are not random variables). Figure 9.3 shows a neural network with one
hidden-layer; this is called a two-layer neural network, as there are two layers of weights.
In the figure, the neural network inputs a 4-dimensional feature vector x = [z, x9, 3, 4]
(i.e., d = 4) and outputs a 2-dimensional prediction y = [y1, yo] (i.e., m = 2). The hid-
den layer consists of a mapping from x to a new representation that is 5-dimensional (i.e.,
k1 = 5 as per the notation below). For the neural network, let each node in this hidden
representation be indexed by k € {1,...,5}. Each hy consists of a transformation of a linear
weighting of x, such as a sigmoid transfer: h, = o (Z?:1 :cjwk.j) = o (xw},) where w;, € R?
is the weights on the first layer used to produce the kth node in the hidden representation.

Example 18: For a simple example, consider d = 1 (i.e., one input observation), m = 1
(i.e., one output), k3 = 2 (i.e., 2-dimensional hidden layer) and a sigmoid transfer to get
the first hidden layer. Assume we are given one instance (z,y). Then input observation x
is transformed into

h=[hi, ha],  with hy = o(zw'?) and hy = o(zw?)  for w?, W € R.

To avoid transpose notation, we used x € R4 to give one row of the data matrix X € R"*?,
and row vector h € R™F1. We use the superscript notation to distinguish between the
weights in the first and last layer. It may seem counter-intuitive why we label w(?) for the
input layer, and w( for the output layer, but you will see below it makes notation simpler
to start indexing from the output layer.

Once we have h, we can pretend that h is the new input representation and go ahead
and learn a (generalized) linear model on this last layer. Let’s consider two cases: y € R
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and y € {0,1}. If y € R, we use linear regression for this last layer and so learn weights
w® € R? such that hw(® approximates the true output y. If y € {0,1}, we use logistic
regression for this last layer and so learn weights w(?) € R? such that o(hw(2)) approximates
the true output y. O

Now we consider the more general case with any d, k;,m. To provide some intuition
for this more general setting, we will begin with one hidden layer, for the sigmoid transfer
function and cross-entropy output loss. For logistic regression we estimated W & R,
with f(xW) = 0(xW) = y. We will predict an output vector y € R™, because it will make
later generalizations more clear-cut and make notation for the weights in each layer more
uniform. When we add a hidden layer, we have two parameter matrices W@ e Réxk1 gnd
WO € RF*™ wwhere k; is the dimension of the hidden layer

h=o(xW®) = o e RM
o (xW))

where the sigmoid function is applied to each entry in xW®2) and hW(®). This hidden layer
is the new set of features and again you will do the regular logistic regression optimization
to learn weights on h:

Py = 1x) = o(BWD) = o (o (xW)W),

With the probabilistic model and parameter specified, we now need to derive an al-
gorithm to obtain those parameters. As before, we take a maximum likelihood approach
and derive gradient descent updates. This composition of transfers seems to complicate
matters, but we can still take the gradient w.r.t. our parameters. We simply have more
parameters now: W@ e RF1xd W) ¢ R*k1 Once we have the gradient w.r.t. each
parameter matrix, we simply take a step in the direction of the negative of the gradient, as
usual. The gradients for these parameters share information; for computational efficiency,
the gradient is computed first for W) and duplicate gradient information sent back to
compute the gradient for W2, This algorithm is typically called back propagation, which
we describe next.

In general, we can compute the gradient for any number of hidden layers. Denote
each differentiable transfer function fi,..., fg, ordered with f; as the output transfer, and
ki,...,km_1 as the hidden dimensions with H — 1 hidden layers. Then the output from the
neural network is

h (f2 ( o fH= (fH (XW(H)) W(H_l)) . ) W(l))

where W) € RFixm W (2) ¢ Rh2xkr - WH) ¢ Rixkr-1,

Backpropagation algorithm

We will start by deriving back propagation for two layers; the extension to multiple layers
will be more clear given this derivation. Due to the size of the network, we will often learn
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with stochastic gradient descent. Therefore, we will first compute this gradient assuming
we only have one sample (x,y).

The back-propagation algorithm is simply gradient descent on a non-convex objective,
with a careful ordering of computation to avoid repeating computation. In particular, one
first propagates forward and computes variable h = fQ(XW(Q)) € R™ and then y =
fi(foxWEYWD) = £(hWM)). We then compute the error between our prediction §
and the true label. We take the gradient of this error (loss) w.r.t. to our parameters; in this
case, for efficient computation, the best ordering is to compute the gradient w.r.t. to the
last parameter W) first, and then W@ . This is the reason for the term back-propagation,
since the error is propagated backward from the last layer first.

The choices then involve picking the transfers at each layer, the number of hidden nodes
and the loss for the last layer. The matching convex loss L(-,y) depends on the chosen
p(y|x) and corresponding transfer function for the last layer of the neural network, just as
with generalized linear models. For ease of notation, we define this error function as

Err(WO), W) éz (A(LEWE)WL), yi)

for one sample (x,y). For example, for p(y = 1|x) Gaussian and identity transfer fo, we get
Err (W WR)) = (fo(xWEYWD — )2 Tf p(y = 1|x) is a Bernoulli distribution, then
we would chose the logistic regression loss (the cross entropy).

As before, we will compute gradients of the loss w.r.t. our parameters. First, we take
the partial derivative w.r.t. the parameters W) (assuming W) is fixed).

OErr(W, W) OL(fi(f(xW*)WM) y)

ow') ow')
OL(§x, 0% )
- ( (gf Yk)> yﬁ) >yr = fl(hW:(;))
vi /) owl)

where only ¥ is affected by W( ) in the loss, and so the gradient for the others is zero.
Continuing,

OErr (W W) <8L($'k,yk)> of(65") o6y
1 - N 1
oW ') oy aa,@ aw§,}

(aL(yka}’k)> 5f1(9;(:))hA
- j
O3k o0\

>0 — hw{l)

At this point these equations are abstract; but they are simple to compute for the losses
and transfers we have examined. For example, for L(yx,yi) = %(yk — y1)?, and fo the
identity, we get

OL(Jr,yk)
Yk

01(6") _
06"

= (Y& — Y&
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giving

OErr(W, W) (8L<yk,yk>) af1(65")

h, = (y. — h;.
oWy o9 op T YOl

The gradient update is as usual with wh =w® — a(y —y)h' for some step-size a.
Next, we compute the partial gradient with respect to W(2. Now, however, the entire
output variable y € R™™ is affected by the choice of Wg) for all i € {1,...,ko}, j €
{1,...,k1}. Therefore, we need to take the partial derivative w.r.t. all of y.
OEr(WO, W) a5, LUAHEWE) W), vi)
oW - oW
ij
_ i OL(Yk,yr) OFk
= Ok GWE?)
_ 3 0L ye) oh(6") 065"
Z o oel) ow®

Dyk—fl(hVV) f1( Y)

Continuing,
00,) _onwy' _oyi, Wy
oW aw oW
_ Xk, hWPYW
ow'?
_ Zwu)@fz i)
IW! ?
2
(1) an(XW:(j))
= ik 8W§]2»)
because % =0 for [ # j. Now continuing the chain rule
ij
2 2
oW aa‘” aw(.) 7 7
ij J ij
92(6)"))
= X
00

J
Putting this back together, we get

Orr(WO. W) _ ¢t O3, yi) 05160, ) 00,
oW = o g ow()

m ~ 2)
-y OL(Yk,Yk) 8f1(0’(“1))W(}€ af2(9]( )
A 06" o0

J

X;.
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Notice that some of gradient is the same as for W) i.e.

5 _ OLGwYe) 9£1(6)
ke 9y (1)
Yk 00,

Computing these components only needs to be done once for W), and this information

propagated back to get the gradient for W2, The difference is in the gradient 8‘9&7%,

because h relies on W), For W), h = fg(Xz’W@)) is a constant, and so does not affect
the gradient for W), The final gradient is

m 2
WO W) (S i) 2£(6)
oW = ") 08

(2
_ (ws) 220
J: 89](-2)

If another layer is added before W@ then the information propagated backward is

J J:

2)
5 = (W5 052(6;)

and x; is replaced with hz(?). The gradient for Wl(?) is

(3)
(W(g)é(g)) af3<0j )
ik 80](-3)

X4

Example 19: Let p(y = 1]|x) be a Bernoulli distribution, with f; and fo both sigmoid
functions. The loss is the cross-entropy. We can derive the two-layer update rule with these
settings, by plugging-in above.

L(9,y) = —ylog(y) — (1 — y)log(1 — 9) > cross-entropy
OL(@,y) 'y 1—y
o] y 1-9
1
LW = o(xW) = o
1+ exp(—xW ;")
1

AOWY) = o(hW () =

1+ exp(—hW{))
00 (6) = o(6)(1 — (6))

Now we can compute the backpropagation update by first propagating forward

h = o(xW®)
y = o(hw)
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Figure 9.4: Matriz factorization of data matriz X € R"*4,

and then propagating the gradient back

OL(Yk, yk) 0f1(0.))

50
k 83% 801(:)
1- . .
= (—}:k +1 }A,k) V(1 —¥&)
Yk — Y
=—yr(1=yr) + (1 = yr)¥x
=YL — Yk
9 (1)
— 6V,
1 k J
A
2 1
5 — (Wg.:)é(l)) h;(1 - h;)
% — 5.
2 J t
oW

The update simply consists of stepping in the direction of these gradients, as is usual for
gradient descent. We start with some initial W) and W®) (say filled with random values),
and then apply the gradient descent rules with these gradients. ([l

9.2.2 Unsupervised learning and matrix factorization

Another strategy to obtaining a new representation is through matrix factorization. The
data matrix X is factorized into a dictionary D and a basis or new representation H (see
Figure 9.4). In fact, many unsupervised learning algorithms (e.g., dimensionality reduction,
sparse coding) and semi-supervised learning algorithms (e.g., supervised dictionary learning)
can actually be formulated as matrix factorizations. We will look at k-means clustering
and principal components analysis as an example. The remaining algorithms are simply
summarized in the below table. This general approach to obtaining a new representation
using factorization is called dictionary learning.

K-means clustering is an unsupervised learning problem to group data points into k
clusters by minimizing distances to the mean of each cluster. This problem is not usually
thought of as a representation learning approach, because the cluster number is not typically
used as a representation. However, we nonetheless start with k-means because it is an
intuitive example of how these unsupervised learning algorithms can be thought of as matrix
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Select cluster 1

Sample1 [ 01 31 24 02 -30 2.0| Mean cluster1

1.2 0.1 -6.3 Mean cluster 2

Figure 9.5: K-means clustering as a matriz factorization for data matriz X € R"*?,

factorization. Further, the clustering approach can be seen as a representation learning
approach, because it is a learned discretization of the space. We will discuss this view of
k-means after discussing it as a matrix factorization.

Imagine that you have two clusters (k = 2), with data dimension d = 3. Let d; be the
mean for cluster 1 and dy the mean for cluster 2. The goal is to minimize the squared ¢
distance of each data point x to its cluster center

2
llx — Z 1 (x in cluster i) d;||3 = ||x — hD||3
i=1

where h =1 0] or h =[0 1] and D = [d; ; d2]. An example is depicted in Figure 9.5.
For a point x = [0.1 —3.1 24], h =[1 0], meaning it is placed in cluster 1 with mean
d; =[0.2 —3.0 2.0]. It would incur more error to place x in cluster 2 which has a mean
that is more dissimilar: do = [1.2 0.1 —6.3].

The overall minimization is defined across all the samples, giving loss

mi |X — HD||%.
HG{O,l}”X k,1H=1
DeRF*4
Different clusters vectors h are learned for each x, but the dictionary of means is shared
amongst all the data points. The specified optimization should pick dictionary D of means
that provides the smallest distances to points in the training dataset.

Principal components analysis (PCA) is a standard dimensionality reduction tech-
nique, where the input data x € R™? is projected into a lower dimensional h € R**
spanned by the space of principal components. These principal components are the direc-
tions of maximal variance in the data. To obtain these k principal components D € RF*?,
the common solution technique is to obtain the singular value decomposition of the data
matrix X = USVT € R™*? giving

D =V, € R
H=U,X;, € R™**

where X; € R¥*¥ consists of the top largest k singular values (in descending order) and
Ui € R™F and V, € RF*¥? are the corresponding singular vectors, i.e., Uy = U, 1., and
Vi = V.1 The new representation for X (using PCA) is this H. Note that PCA does
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not subselect features, but rather creates new features: The generated h is not a subset of
the original x.

This dimensionality reduction technique can also be formulated as a matrix factorization.
The corresponding optimization has been shown to be

min |X — HD||%
DeRkxd HeRnxk
One simple way to see why is to recall the well-known Eckart-Young-Mirsky theorem that
the rank k matrix X that best approximates X, in terms of minimal Frobenius norm, is
X =UpX, V).

As with k-means clustering, it may be hard to immediately see why h generated by PCA
could be useful as a representation. In fact, PCA is often used for visualization, and so is not
always used for representation learning. For visualization, the projection is often aggressive
to two or three dimensions. In general, however, the projection to lower dimensions has
the property that it removes noise and maintains only the most meaningful directions.
This projection, therefore, helps speed learning by reducing the number of features and
promoting generalization, by preventing overfitting to the noise.

Sparse coding takes a different approach, where the input data is expanded into a sparse
representation. Sparse coding is biologically motivated [15], based on sparse activations for
memory in the mammalian brain. Another interpretation is that sparse coding effectively
discretizes the space, like k-means clustering, but with overlapping clusters and an associ-
ated magnitude of how much a point belongs to that cluster.

A common strategy to obtain sparse representations is to use a sparse regularizer on the
learned representation h. This corresponds to the optimization

k k
mi X —HD|% + A H,ll{ + ) D,.||2
S - | 1% ;H il @;” i:ll2

As discussed in Section 5.4.2, the ¢; regularizer promotes zeroed entries, and so prefers H
with as many zeros as possible. A regularizer is also added to D, to ensure that D does not
become too large; otherwise, all the weight in DH would be shifted to D. As an exercise,
see if you can explain why, and what this means for identifiability.

In general, there are many variants of unsupervised learning algorithms that actually
correspond to factorizing the data matrix; additional details are given in Appendix D. We
additionally give details on how to learn these factorizations in the appendix. As with
previous algorithms, they are simply gradient descent on the (matrix) variables. The only
distinction here is that it is common to use block coordinate descent, instead of the more
standard gradient descent algorithm. This distinction is minor, and it would be perfectly
valid to use standard gradient descent.
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Chapter 10

Evaluation of Learning Algorithms

The majority of this book has focused on algorithm derivation and obtaining models, but we
have yet to address how to evaluate these models. The maximum likelihood formalism for
deriving learning algorithms provides some consistency results, where in the limit of samples
we can discuss the convergence point of an estimator. In practice, however, we would like
to evaluate the algorithms based on a finite sample. Imagine a setting where you learn two
models, say using logistic regression with two different regularization parameters. Which
of these two models is “better'? What does it even mean to say better? Do you want
to say the model is better for this problem (data setting), or across multiple problems?
Are we trying to compare algorithms or models obtained from a specific instance of an
algorithm? How can we be confident that the measured performance accurately reflects the
performance we expect to see on new data? These questions are largely separate from our
previous questions of effectively optimizing a specified objective, and rather starts to ask
questions about the properties of that objective and about empirical properties of learned
models.

In this chapter, we provide theoretical and empirical tools to better evaluate the prop-
erties of learning algorithms. We begin with some basic finite-sample theoretical results,
that relate the complexity of the model class to the number of samples required to obtain a
reasonable estimate of expected error (generalization error). This section will also introduce
the ideas of optimizing over a function class, and our goals for obtaining the best model in
terms of generalization error. The area dealing with these types of theoretical characteri-
zations is called statistical learning theory. We will discuss one result using concentration
inequalities and Rademacher complexity to characterize model-class complexity; for further
information, you could consider this tutorial on the topic [7].

Then, we will discuss how to compare algorithms empirically. In most real-world set-
tings, you will choose between algorithms based on their performance on available data.
You want this choice to be reflective of how well those algorithms will perform on new data.
Towards this goal, we will discuss how to split data and how to use statistical significance
tests to provide some level of confidence that one algorithm or model is better than another,
under some specific criteria. We will rarely be able to make strong conclusions based on
experiments, but we can build up some evidence on the algorithm properties.

These tools are arguably the most critical aspects of properly using machine learning
algorithms in practice. One can learn a complex model, but without any understanding of
how it is expected to perform in practice on new data, it is not viable to actual use these
models. Whether an algorithm is used for scientific purposes or deployed in real systems,
have an understanding of its properties both theoretically and empirically is key to obtain
expected outcomes. This chapter only begins to scratch the surface of these tools, with
the goal to pique your interest and direct you towards more material for learning about
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evaluation.

10.1 A brief introduction to generalization bounds

Our goal throughout this book has been to obtain a function, based on a set of examples,
that predicts accurately: produces low expected error across the space of possible examples.
We cannot, however, measure the expected error. Statistically, we know that with a suffi-
cient sample, we can approximate an expectation. Here, we quantify this more carefully for
learned functions.

Our goal more precisely is to select a function from a function class H to minimize a
loss function ¢ : R x R — [0, 00) in expectation over all pairs (x,y)

mip E[f(£(X), V)]
For example, in linear regression, H = {f : R = R | f(x) = x'w, for any w € R?}. This
space of functions # represents all possible linear functions of inputs x € R?, to produce a
scalar output. Our goal in linear regression was to minimize a proxy to the true expected
error, i.e., the sample error: = 3" | /(f(x;),y;). Now a natural question to ask is: does this
sample error provide an accurate estimate of the true expected error? And what does it
tell us about the true generalization performance, i.e., true expected error?

Let’s start with a simple example, using linear regression. Assume a bounded function
class H, where H = {f : R = R | f(x) = x'w, for any w € R such that |w|s < By}
for some finite scalar B,, > 0. Assume the input features come from a bounded space,
such that for all x, ||x|2 < B, for some finite scalar B, > 0, and further that the outputs
y € [~By, B,] for some B, > 0. Assume we use loss £(§,y) = 5(§ — y)?, which is (locally)
Lipschitz continuous for our bounded region, with Lipschitz constant ¢ = By + B, B,,. This
is because |j| < B, B,, and

’dﬁ(ﬂ,y)
dy

=199l < 1il+ ly] < By + B.Bu.
Further, because y € [—By, By, we know the loss is bounded as
0(,y) = 35 —v)* < 3(By + BIBY).

For approximate error

and true error
Bun(f) = B0, Y)) = [ plx )£, g)dxy
XxY
using Equation 10.2 below, we get that with probability 1 — ¢, for § € (0, 1],

2cB, By,

In(1/9)
NG :

2n

Err(f) < Err(f) + +3(By + B:By) (10.1)
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With increasing samples n, the second two terms disappear and the sample error ap-
proaches the true expected error. This bound show the rate at which this discrepancy dis-
appears. For a higher confidence—small 6 making In(1/J) larger—more samples are need
for the third term to be small. This third term is obtained using concentration inequalities,
which enable us to state the rate at which a sample mean gets close to its expected value.
For possibly large values of features or learned weights, the second term can be big and can
again require the more samples. The second term reflects the properties of our function
class: a simpler class, with small bounded weights, can have a more accurate estimate of
the loss on a smaller number of samples. More generally, this complexity measure is called
the Rademacher complexity." For the linear functions above, with bounded ¢5 norms for x,
w, the Rademacher complexity is bounded as R, () < B,B,/\/n (see [10, Equation 3]).

In the next few sections, we provide a generalization result for more general functions,
as well as required background to determine that result.

10.1.1 Concentration inequalities

We will examine the use of concentration inequalities with one common example: Ho-
effding’s inequality. For the generalization bound below, a generalization is used, called
McDiarmid’s inequality.

For i.i.d. random variables X7,..., X, such that 0 < X; < 1, let X = % * 1 X be
the sample average. Then Hoeffding’s inequality states that for any e

Pr(X — E[X] > €) < exp(—2ne?).

We start by setting this probability value to 4, so that we can say with probability 4,
Pr(X — E[X] > function(d)). We can solve for € in terms of 4, to get

In(1/6)

§ = —2ne? = =+
exp(—2ne”) € om

We can either set € to 4/ % or —4/ ln(217{5)’ to bound X to be near E[X] from both above
and below. We get that with probability 1 — 6, | X — E[X]‘ < el =/ m(;J.

This concentration inequality makes few assumptions about the random variables, and
does not require any distributional assumptions. Consequently, the rate of convergence to
the true mean is only 1/y/n. Faster rates can be obtained with more assumptions.

10.1.2 Complexity of a function class

Rademacher complexity of a function class characterizes the overfitting ability of functions,
on a particular sample. Function class that are typically more complex are more likely
to be able to fit random noise, and so have higher Rademacher complexity. The empirical
Rademacher complexity, for a sample {z, ..., z,} —where typically we consider z; = (x;, ;)

Hf you have heard of VC dimension, we will discuss the connection between Rademacher and VC dimen-
sion below. They both play a role in identifying the complexity of a function class.
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— is defined as?

R,(H max — o f(x;
() = 30|
where the expectation is over i.i.d. random varlables 01,...,0p chosen uniformly from

{—1,1}. This choice reflects how well the function class can correlate with this random noise.
Consider for example if f(x) predicts 1 or -1, as in binary classification. If there exists a
function in the class of functions that can perfectly match the sign of the randomly sampled
0;, then that function produces the highest value " ; 0; f(x;). The empirical Rademacher
complexity for a function class is high, if for any randomly sampled o;, there exists such
a function within the function class (can be a different function for each o1,...,0,). The
Rademacher complexity is the expected empirical Rademacher complexity, over all possibly
samples of n instances.

For function classes with high Rademacher complexity, error on the training set is un-
likely to be reflective of the generalization error, until there is a sufficient number of samples.
This is reflected in the generalization bound in Section 10.1.3.

Connection to VC dimension: The complexity of a function class can also be char-
acterized by the VC dimension. The idea of VC dimension to characterize the number of
points that can be separated (or shattered) by a function class. Simple functions have low
VC dimension, because they are not complex enough to separate many points. More com-
plex functions, that enable complex boundaries, have higher VC dimension. For example,
for functions of the form f((z1,22)) = sign(ziw; + zowy + wyp), the VC dimension is 3;
more generally, for x € R?, the VC dimension is d + 1. VC dimension is a similar idea to
Rademacher complexity, but it is restricted to binary classifiers. For this reason, we directly
discuss the Rademacher complexity, which for binary classifiers can be bounded in terms of
the VC dimension. By Sauer’s Lemma, we can typically bound the Rademacher complexity

of a hypothesis class by \/ Mdlme%‘“n”

10.1.3 Generalization bounds

The generalization bound for a class of models can be obtained by combining the con-
centration inequalities to bound deviation from the mean for fewer samples, and using the
Rademacher complexity to bound the difference between the sample error and true expected
error across all functions in the function class. We additionally need to restrict the set of
losses. We assume that the losses are Lipschitz with constant ¢, meaning that they do not
change too quickly in a region, with c¢ indicating the rate of change. Further, we also assume
that the loss is bounded by b, i.e., attains values in [—b,b]. As above, if {z;,...,z,} is i.i.d.,
then with probability 1 — 4, for every f € H,

In(1/6)

E[¢(f(X Ze ),¥i) + 2¢Rn(H) + b o

(10.2)

For a more precise theorem statement and a proof, see [3, Theorem 7] and [10, Theorem 1].

2Here we are being a bit loose and using maximum instead of supremum, to avoid burdening the reader
with new terminology. We usually deal with function classes H where using the supremum is equivalent
to using the maximum. The supremum is used when a set does not contain a maximal point (e.g., [0,1)),
where the supremum provides the closest upper bound (e.g., 1 for [0,1)).
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10.2 Comparison of Learning Algorithms

To empirically evaluate algorithms, we can consider a setting with one or more algorithms
on one or more datasets. Depending on the setting, different evaluations will be employed.
For a nice overview of evaluation for machine learning algorithms, see [9].

For now, let’s start with a simple case, where we compare two algorithms and use
the binomial test. Suppose we have a set of learning problems Di,Ds,...D,, and wish
to compare learning algorithms a; and as. We can carry out such a comparison using
a counting test as follows: for each data set both algorithms are evaluated in terms of
the chosen performance measure and the algorithm with a higher performance accuracy is
awarded a win, while the other one is given a loss (in case of exactly the same performance,
we can provide a win/loss randomly).

D[P [Dy[Di] | Dnr|Dn
w|1]o[1][1]] o [1
|0 100 1|0

Table 10.1: A counting test where learning algorithms a1 and as are compared on a set of
m independent data sets. An algorithm with a better performance on a particular data set
collects a win (1), whereas the other algorithm collects a loss (0).

We are now interested in providing statistical evidence that say algorithm a; is better
than algorithm as. Suppose a; has k wins out of m and algorithm as has m — k wins, as
shown in Table 10.1. We would like to evaluate the null hypothesis Hy that algorithms aq
and ao have the same performance by providing an alternative hypothesis H; that algorithm
aq is better than as. In short,

Hy: quality(ai) = quality(az)
Hi: quality(a;) > quality(asg)

If the null hypothesis is true, the win/loss on each data set will be equally likely and
determined by minor variation. Therefore, the probability of a win on any data set will be
roughly equal to p = 1/2. Now, we can express the probability that algorithm a; collected
k wins or more under the null hypothesis using binomial distribution

P= i <T?>pi(1 -p)"
i=k

and refer to it as the P-value. This value is the probability of k wins, plus the probability of
k-1 wins, up to the probability of m wins, under the null hypothesis. A typical approach in
these cases is to establish a significance value, say, o = 0.05 and reject the null hypothesis if
P < a. If the P-value is greater than a we say that there is insufficient evidence for rejecting
Hy. For sufficiently low P-values, we may conclude that there is sufficient evidence that
algorithm a; is better than algorithm as.

The choice of the significance threshold « is somewhat arbitrary. Typically, 5% is a
reasonable value, but lower values indicate that the particular situation of & wins out of
m was so unlikely, that we can consider the evidence for rejecting Hy very strong. Being
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able to reject the null hypothesis provides some confidence that the result did not occur by
chance.

More generally, we can consider other statistical significance tests based on the distri-
butions of the performance measures. In the above example, a binomial distribution was
appropriate. If instead we considered the actual errors on the datasets, then we have pairs
of real values. In this case, a common choice is the paired t-test, if both errors appear
to be distributed normally and if they have similar variance. The paired t-test takes in
the sampled differences between the algorithms (line 3 in Table 10.2), dy,...,d,,. Because
again our null hypothesis is that the algorithms perform equally, under the null hypothesis
the mean of these differences is 0. If the differences are normally distributed, then for the

sample average d = % i, d; and sample standard deviation Sy = \/ ﬁ S (di — d)2,
the random variable ¢ = Sj/_\?ﬁ is distributed according to the Student’s t-distribution.

The Student’s t-distribution is approximately like a normal distribution, with a degrees-of-
freedom parameter m — 1 that makes the distribution look more like a normal distribution
as m becomes larger.

We can now ask about the probability of this random variable T, relative to the com-
puted statistic. If we only care about knowing if algorithm 1 is better than algorithm 2,
we conduct a one-tailed test. If the probability that T is larger than ¢, i.e., p = Pr(T > t),
is small, then we obtain some evidence that algorithm 1 is better than algorithm 2. To
test if algorithm 1 is better than algorithm 2, we can swap the order of the difference; if
p = Pr(T > —t) is small, then we obtain some evidence that algorithm 2 is better than
algorithm 1. These are both one-tailed tests, reflecting the probabilities at one end of the
tails of the distribution. A two-tailed test instead asks if the two algorithms are different;
in this case, one would use p = Pr(T > |t]).

(D[ Do [ Dy [Di] [P D]
ar [ 0.1 ] 008 [015 012 [ 0.07 [0.09
az [0.10 | 0.09 [0.11 [ 012 |- | 0.10 | 0.09
d [ 001 ]-001]004] 00 [ - ]-003] 00

Table 10.2: A table of errors for two learning algorithms a1 and ao are compared on a set
of m independent data sets. The last row contains the differences, which are used for the
paired t-test.

If the paired samples are not normally distributed, other tests are more suitable. Further,
there are some tests that do not make distributional assumptions, and rather are non-
parametric. For a summary of which test to use in different settings, see [9, Section 6.3]

10.3 Obtaining samples of error

A key step in comparing algorithms is to obtain valid measures of performance for the
comparison. So far, we have assumed that these are given. One approach to obtain unbiased
samples of the error is to keep a hold-out test set. Imagine m samples are set in reserve,
on which the algorithms are not trained and which we cannot look at until we are ready to
evaluate. We can train two models on the training set, and then obtain m paired samples
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of error. We can then use the paired t-test to make claims about if the two models are
statistically significantly different for the problem.

However, there are two key disadvantages to using a hold-out test set. First, usually
we want to use all the data for training. Unless there is more data than can be used,
keeping a hold-out test set is typically not practical. Even in this age of huge datasets,
we still typically want to learn on as much (quality) data as possible. Second, once this
hold-out test set has been used for evaluation, we cannot use it again because it will not
provide an unbiased estimate of the expected error. For example, after getting performance
of your models on that test set, one could go back and adjust meta-parameters such as the
regularization parameters. However, once you have done this, the test-set has influenced
the learned models and is likely to produce an optimistic estimate of performance on new
data. Therefore, this hold-out test-set can only be used once.

An alternative approach to obtain estimates of error is to use resampling techniques
from the whole dataset. Two common resampling techniques are k-fold cross-validation and
bootstrap resampling. In the first, the data is partitioned into k disjoint sets (folds). The
model is trained on k£ — 1 of the folds, and tested on the other fold; this is repeated k times
where each fold acts as the test fold. This approach simulates the common learning setting
where the training and test sets are disjoint. The resulting k performance estimates are
mostly independent, with some dependency introduced due to dependencies between the
training sets across the k£ runs. There is some additional bias introduced from the fact that
we do not run the model on the entire training set, but rather get an estimate of the error
for the algorithm trained on n— (n/k). For any final models that will be put into production
after performing these evaluations, we will likely train on the entire set of n instances.

The bootstrap resample treats the data uses the idea behind bootstrapping: the data
constitutes a reasonable model of the data. By sampling from the data, it is like sampling
from the distribution that generated the data. To generate training/test splits, the data
is sampled with replacement to create the training set, and the remaining unused samples
used for test. If k resamples are obtained, we again get k performance measures and can
obtain a sample average of performance across different splits and use statistical significance
test.

To better understand the properties of these two approaches, see the thorough and
accessible explanation in [8, Chapter 5.

10.4 Performance measures for Classification Models

In classification, there are a variety of performance measures to reflect the relative impor-
tance of incorrect predictions for either class. For example, it can be more detrimental to
predict a patient is not sick if they are actually sick (False Negative), resulting in a decision
not to run further diagnostics and so causing serious complications from not treating the
illness. When training and evaluating classification algorithms, these preferences need to
be encoded. Table 10.3 summarizes some of the terminology for discussing performance of
classification models.
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Name Symbol Definition
Classification error error error = %
Classification accuracy accuracy accuracy =1 — error
True positive rate tpr tpr = tpjffn
False negative rate fnr fnr = tpjj}n
True negative rate tnr tnr = tanp
False positive rate for fpr = m’_[f =
Precision pr pr = tpf Tp
Recall re rc= tpfrpfn

Table 10.3: Some classification measures.
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Appendix A

Additional material for probability theory

A.1 Axioms of probability

We can derive other properties from the basic definition of the set of measurable events (the sigma
algebra) and probability distributions. The definition of sigma field requires that £ be closed under
both finite and countably infinite number of basic set operations (union, intersection, complementa-
tion and set difference). The operations union and complementation are in the definition. For inter-
section, we can use De Morgan’s laws: UA; = (NA¢)“ and NA4; = (UAS)®. Any intersection of sets in
&€ must again be in £ because £ is closed under union and complementation. Therefore, a sigma field
is also closed under intersection. Similarly for set difference, we can write A; — As = (A1 NA) N Ay,
which then implies A; — Ay € € because A1NAs € F = (A1NA)° e F = (A1NA3)°NA; € F.
Because £ is non-empty, we observe that all the above conditions imply that Q € £ and @ € &,
where @ is the empty set.
For probability distribution P : £ — [0, 1], we required

L POQ) =1
2. Al,AQ,...Eg, AZQAJZ@VZ,] = P( ?ilAZ):Z?ilp(Al)

The tuple (,&, P) is called the probability space. It seems intuitive that the second condition
could be replaced with a union of finite sets (the simpler requirement of additivity rather than o-
additivity). However, for sigma fields, closure under finite unions may not result in closure under
infinite unions.

The beauty of these axioms lies in their compactness and elegance. Many useful expressions can
be derived from the axioms of probability. For example, it is obvious that P(@) = 0 or P(A¢) =
1— P(A). Similarly, closure under infinite unions of disjoint sets (c-additivity) implies finite closure
(additivity), because the remaining sets can be set to the empty set @: VA;, Ay € £ with AjNAy = &
set A; = @ for i > 2 to get P(A; U Ay) = P(U2,A;) = > 02 P(A;) = P(Ay) + P(As). Another
formula that is particularly important can be derived by considering a partition of the sample space;
i.e., a set of k non-overlapping sets {Bi}le such that Q = U¥_| B;. That is, if A is any set in { and
if {Bi}le is a partition of € it follows that

P(A)=P(ANQ)
=P (AN (U Bi))
=P (U, (AN DB,)) (A1)
k
=i P(ANB;),
where the last line followed from the axioms of probability. We will refer to this expression as the

sum rule. Another important expression, shown here without a derivation, is that P(A U B) =
P(A)+ P(B) — P(ANB).
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A.2 A few more useful pmfs

We provide a few more examples of pmfs here, mainly for the purpose that additional concrete
examples can be beneficial for understanding. We will not further use these pmfs in these notes.

The Binomial distribution is used to describe a sequence of n independent and identically dis-
tributed (i.i.d.) Bernoulli trials. At each value k in the sample space the distribution gives the
probability that the success happened exactly k times out of n trials, where of course 0 < k < n.
More formally, given Q = {0,1,...,n}, for Vk € Q the binomial pmf is defined as

)= (a1 - ay

where a € (0,1), as before, is the parameter indicating the probability of success in a single trial.
Here, the binomial coefficient

n\ n!

k) kl(n—k)!

enumerates all ways in which one can pick k elements from a list of n elements (e.g., there are 3
different ways in which one can pick k = 2 elements from a group of n = 3 elements). We will
refer to a binomial distribution with parameters n and « as Binomial(n, o). The experiment leading
to a binomial distribution can be generalized to a situation with more than two possible outcomes.
This experiment results in a multidimensional probability mass function (one dimension per possible
outcome) called the multinomial distribution.

The geometric distribution is also used to model a sequence of independent Bernoulli trials with
the probability of success a. At each point k € €2, it gives the probability that the first success
occurs exactly in the k-th trial. Here, Q = {1,2,...} and for Vk € Q

p(k) = (1—a)fa,

where a € (0,1) is a parameter. The geometric distribution, Geometric(«), is defined over an infinite
sample space; i.e., 2 = N.

For the hypergeometric distribution, consider a finite population of N elements of two types
(e.g., success and failure), K of which are of one type (e.g., success). The experiment consists of
drawing n elements, without replacement, from this population such that the elements remaining
in the population are equiprobable in terms of being selected in the next draw. The probability of
drawing k successes out of n trials can be described as

K\ (N-K
(k) ) (nfk)
()
n
where 0 < n < N and k < n. The hypergeometric distribution is intimately related to the binomial
distribution where the elements are drawn with replacement (o = X/n). There, the probability

of drawing a success does not change in subsequent trials. We will refer to the hypergeometric
distribution as Hypergeometric(n, N, K).

p(k) =

A.3 A few more useful pdfs

As mentioned above, we provide a few more pdfs to provide concrete examples, though we will not
explicitly use these pdfs in the notes.

The lognormal distribution is a modification a normal distribution. Here, for Q = (0,00) the
lognormal density can be expressed as

( )_;
P w2702
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where ;1 € R and o > 0 are parameters. We will refer to this distribution as Lognormal(yu, o?) or
In N (i, 0?).

The Gumbel distribution belongs to the class of extreme value distributions. Its probability
density function is defined on 2 =R as

1
p(w) =—e 7 e )

where a € R is the location parameter and g > 0 is the scale parameter. We will refer to this
distribution as Gumbel(a, ).

The Pareto distribution is useful for modeling events with rare occurrences of extreme values.
Its probability density function is defined on © = [wpin, 00) as

plw) = Zomin
wa+1 ?

where o > 0 is a parameter and wy,iy > 0 is the minimum allowed value for w. We will refer to the
Pareto distribution as Pareto(a, wmin). It leads to a scale-free property when « € (0, 2].

A.4 Random Variables

In many situations, we would like to use probabilistic modeling on sets (e.g., a group of people)
where elements can be associated with various descriptors. For example, a person may be associated
with his/her age, height, citizenship, IQ, or marital status and we may be interested in events related
to such descriptors. In other situations, we may be interested in transformations of sample spaces
such as those corresponding to digitizing an analog signal from a microphone into a set of integers
based on some set of voltage thresholds. The mechanism of a random wvariable facilitates addressing
all such situations in a simple, rigorous and unified manner.

A random variable is a variable that, from the observer’s point of view, takes values non-
deterministically, with generally different preferences for different outcomes. Mathematically, how-
ever, it is defined as function that maps one sample space into another, with a few technical caveats
we will introduce later. Let us motivate the need for random variables. Consider a probability space
(Q,E&, P), where Q is a set of people and let us investigate the probability that a randomly selected
person w € ) is happy (we may assume we have a diagnostic method to assess any person’s status).
We start by defining an event A as

A={w e Q: Status(w) = happy}

and simply calculate the probability of this event. This is a perfectly legitimate approach, but it
can be much simplified using the random variable mechanism. We first note that, technically, our
diagnostic method corresponds to a function Status : 2 — S that maps the sample space 2 to a
new binary sample space & = {happy, not happy}. More interestingly, our approach also maps the
probability distribution P to a new probability distribution Pstqtys that is defined on some sigma
algebra of S; say, Estatus (for the mapping to work as expected, Estarus has to be the power set of S).
We can now see that we can calculate Pgyqrys({happy}) from the probability of the aforementioned
event A; i.e., Psiarus({happy}) = P(A). This is a cluttered notation so we may wish to simplify it
by using P(Status = happy), where Status is a “random variable”.

We will use capital letters XY, ... to denote random variables (such as Status) and lowercase
letters x,y,... to indicate elements (such as “happy”) of the new spaces X,) ... Generally, we
will write probabilities as P(X = x), which is a notational relaxation from P ({w: X(w) = z}), or
P(X < z) for P({w: X(w) <z}) when the co-domain X is continuous. We will also refer to the
corresponding probability mass or density functions as p(x) or px () when when we need to be more
explicit about the random variable. This will indeed happen when x takes a particular value; say,
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for x = 1, we will write px (1). Before we proceed to formally define random variables, we shall look
at two illustrative examples.

Example 20: [Consecutive tosses of a fair coin.] Consider a process of three coin tosses and two
random variables, X and Y, defined on the sample space. We define X as the number of heads in
the first toss and Y as the number of heads over all three tosses. Our goal is to find the probability
spaces that are created after the transformations.

First, Q = {HHH, HHT,HTH, HTT, THH, THT, TTH, TTT} and
w HHH | HHT | HTH | HTT | THH | THT | TTH | TTT

Xw) [ 1 1 1 1 0 0 0 0
Yw) || 3 2 2 1 2 1 1 0

Let us only focus on variable Y. Clearly, Y : Q@ — {0,1,2,3} but we also need to find & and
Py. To calculate Py, a simple approach is to find its pmf p(y). For example, let us calculate

py(2) = Py({2}) as

Py({2}) =P =2)

=P{w:Y (w) =2})
= P({HHT,HTH, THH})
3

8 )
because of the uniform distribution in the original space (£2, £, P). In a similar way, we can calculate
that P(Y = 0) = P(Y = 3) = 1/s, and that P(Y = 1) = 3/s. In this example, we took that
E =P(Q) and & = P(Y). As a final note, we mention that all the randomness is defined in the
original probability space (€2, &, P) and that the new probability space (), y, Py) simply inherits
it through a deterministic transformation. |

Example 21: [Quantization] Consider (€, &, P) where Q = [0,1], £ = B(2), and P is induced by a
uniform pdf. Define X : Q — {0,1} as

X(w) = 0 w<05
)1 w>05

and find the transformed probability space.
Technically, we have changed the sample space to X = {0,1}. For an event space Ex = P(X) =
{2,{0},{1},{0,1}} we would like to understand the new probability distribution Px. We have

px(0) = Px({0})
=P(X =0)
= P({w:w € [0,0.5]})
1
T2

and

px (1) = Px({1})

=P(X =1)

= P({w:we (05,1]})
!

T2

From here we can easily see that Px({0,1}) =1 and Px (@) = 0, and so Py is indeed a probability
distribution. Again, Px is naturally defined using P. Thus, we have transformed the probability
space (€, &, P) into (X, Ex, Px). |
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A.4.1 Formal definition of random variable

We now formally define a random variable. Given a probability space (€, &, P), a random variable
X is a function X : Q — X such that for every A € B(X) it holds that {w: X (w) € A} € £. Tt
follows that

Py (A) =P({w: X (w) e A}).

It is important to mention that, by default, we defined the event space of a random variable to be
the Borel field of X'. This is convenient because a Borel field of a countable set 2 is its power set.
Thus, we are working with the largest possible event spaces for both discrete and continuous random
variables.

Consider now a discrete random variable X defined on (€2, &, P). As we can see from the previous
examples, the probability distribution for X can be found as

p(z) = Px({z})
=P({w: X (w)=12})

for Vo € X. The probability of an event A can be found as
Px(A)=P{w: X (w) € A})

=) p(z)

z€A

for VA C X.

The case of continuous random variables is more complicated, but reduces to an approach that
is similar to that of discrete random variables. Here we first define a cumulative distribution function
(cdf) as

Fx(t) = PX ({.’E X S t})
— P({w: X(w) < 1))
=P (X <t),
where P (X <t), as before, presents a minor abuse of notation. If the cumulative distribution

function is differentiable, the probability density function of a continuous random variable is defined
as

_dFx (t)
T dt

p(z)

Alternatively, if p(z) exists, then

Fy (t) = / p(z) de,

for each t € R. Our focus will be exclusively on random variables that have their probability density
functions; however, for a more general view, we should always keep in mind “if one exists” when
referring to pdfs.

The probability that a random variable will take a value from interval (a, b] can now be calculated
as

Px((a,b]) = Pla < X <b)

—/abp(x)dx

= Fx (b) — Fx (a),
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which follows from the properties of integration.

Suppose now that random variable X transforms probability space (€, £, P) into (X, B(X), Px).
To describe the resulting probability space, we commonly use probability mass and density functions
inducing Px. For example, if Py is induced by a Gaussian distribution with parameters ; and o2,
we use

X : N(p,0?) or X ~ N(u,a?).

Both notations indicate that the probability density function for the random variable X is

1 1 2
= — 5z (@—p)
P = U '

The Gaussian density implicitly defined that X = R. This point however is superficial because we
can always extend the domain of a density function to R and set p(x) = 0 wherever the original
function was not defined.

A group of d random variables {X,'};i:1 defined on the same probability space (€2, &, P) is called
a random vector or a multivariate (multidimensional) random variable. We have already seen an
example of a random vector provided by random variables (X,Y) in Example 20. A generalization
of a random vector to infinite sets is referred to as a random process or stochastic process; i.e.,
{X;:i €T}, where T is an index set usually interpreted as a set of time indices. In the case of
discrete time indices (e.g., 7 = N) the random process is called a discrete-time random process;
otherwise (e.g., 7 = R) it is called a continuous-time random process. There are many models in
machine learning that deal with temporally-connected random variables (e.g., autoregressive models
for time series, Markov chains, hidden Markov models, dynamic Bayesian networks). The language
of random variables, through stochastic processes, nicely enables formalization of these models. Most
of these notes, however, will deal with simpler settings only requiring (i.i.d.) multivariate random
variables.

Example 22: [Three tosses of a fair coin for joint probabilities.] Consider the two random variables
from Example 20 and calculate their probability spaces, joint and marginal distributions. Recall X
is the number of heads in the first toss and Y is the number of heads over all three tosses.

A joint probability mass function p(z,y) = P(X = z,Y = y) is shown below

Y
0 1 2 3

0| Ys|lYa|ls| O
X TR

but let us step back for a moment and show how we can calculate it. Let us consider two sets
A = {HHH, HHT, HTH, HTT} and B = {HHT, HTH, THH }, corresponding to the events that
the first toss was heads and that there were exactly two heads over the three tosses, respectively.
Now, let us look at the probability of the intersection of A and B

P (AN B) = P ({HAT,HTH})

1
4

We can represent the probability of the logical statement X =1AY =2 as
PXYy (1,2) ZP(X = 1,Y = 2)
=P(ANB)
P ({HHT,HTH})

1
1
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The marginal probability distribution can be found in a straightforward way as

p(x)zzp(xvy)v

yey

where Y = {0,1,2,3}. Thus,

px (0) =Y pxy (0,y)
yey
1

5
We note for the end that in the discrete case we have |X|-|Y| — 1 free parameters (because the sum
must equal 1) to fully describe the joint distribution p(x,y). Asymptotically, this corresponds to an
exponential growth of the number of entries in the table with the number of random variables (d).
For example, if |X;| = 2 for V.X;, there are 2% — 1 free elements in the joint probability distribution.
Estimating such distributions from data is intractable and is one form of the curse of dimensionality.

O

A.4.2 Example of conditional independence

We show that independence and conditional independence do not imply each in other, in two simple
examples from Figure A.1. This example is mostly algebraic, and is a useful exercise to indicate
this property, but does not provide much intuition about why this occurs. The d-separation rules
given in Section A.6 further explain why you can have these different dependencies. We have already
provided an example of X and Y that are conditionally independent given Z, but not independent,
in Example 7. We provide one more example here for when two variables X and Y are independent,
but not conditionally independent given Z. The key is that the information in Z couples X and Y,
whereas in Example 7, knowing Z (the bias of the coin) decoupled X and Y (two flips of the biased
coin).

Example 23: Consider a setting where you try to predict the price of a house. You have many
samples of previous house prices, but without any associated features. Let X and Y be the price of
two different houses. Without any additional information, these two variables are independent—in
fact, we can consider them as i.i.d. samples from some underlying distribution over house prices.
However, if we are now given an addition piece of information that both houses share, then they
become dependent. Let Z correspond to the variable that the two houses are in the same neighbor-
hood (i.e., a 0 or 1 variable). If Z = 1, then knowing the price of X definitely influences what the
distribution over prices are for Y. The addition of this feature makes these two random variables
conditionally dependent. O

A.4.3 Additional information for expectations and moments

In this section, we provide a few additional examples of expectations of functions of a random variable
that are often considered—enough so to be given names. Recall that for a function f : X — R,
we have the expected value E[f(X)] = 3_ f(z)p(x). Using f(x) = 2* results in the k-th moment,
f(z) =log/p(z) gives the well-known entropy function H(X), or differential entropy for continuous
random variables, and f(z) = (z — E[X])” provides the variance of a random variable X, denoted
by V [X]. Interestingly, the probability of some event A C X can also be expressed in the form of
expectation; i.e.,

P(A) =E[1(X € A)],
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X and Y are independent, but not conditionally independent given Z

— ol <

P(Z

=1X,Y)

— = o o

—o = ol

1-c
1-c¢

PY=ylX=z)=P(Y=y)

for example,
P(Y=1X=z)=10
P(Y=1)=b

PY=ylX=u2,Z=2)#P(Y=y|Z=2)

for example,
PY=1|X=1,Z=1) =be/(1 — ¢ — b(1 — 2¢))
P(Y=1|Z=1)=b(1 — ¢ —a(l — 2¢))/d
whered = P(Z=1)

X and Z are conditionally independent given Y, but not independent

— o <

X
0
0
1
1

—o ol

D QU

Figure A.1: Independence vs. conditional independence using probability distributions in-
volving three binary random variables. Probability distributions are presented using factor-
ization p(xz,y,z) = p(x)p(y|lx)p(z|z,y), where all constants a,b,c,d,e € [0,1].
ables X and Y are independent, but not conditionally independent given Z. When ¢ = 0,
Z = X®Y, where @ is an “exclusive or” operator. (B) Variables X and Z are conditionally

P(Z=z|X=2)#P(Z==2)

for example,
P(Z=1X=1)=d+ce —cd
P(Z=1)=d+ (e — d)(a(c — b) + b)

P(Z=zX=2,Y=y) = P(Z=z|Y=y)

for example,
P(Z=1X=z,Y=1)=¢
P(Z=1lY=1)=e

independent given Y, but are not independent.
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f(zx) Symbol Name

x E[X] Mean
(z —E[X])? VIX] Variance
zk E[XF] k-th moment; k € N
(z—E[X]))* E[(X -E[X])*] k-th central moment; k € N
el Mx (t) Moment generating function
elte ox(t) Characteristic function
log p(lz) H(X) (Differential) entropy
log ZLQ D(pllq) Kullback-Leibler divergence
(% log p(:n|0)) ? Z(0) Fisher information

Table A.1: Some important expectation functions E[f(X)] for a random wvariable X de-
scribed by its distribution p(x). Function q(z) in the definition of the Kullback-Leibler di-
vergence is non-negative and must sum (integrate) to 1; i.e., it is a probability distribution
itself. The Fisher information is defined for a family of probability distributions specified by
a parameter 6. Note that the moment generating function may not exist for some distribu-
tions and all values of t; however, the characteristic function always exists, even when the
density function does not.

where

1 tis true
1(t) = A2
®) {0 t is false (A-2)

is an indicator function. With this, it is possible to express the cumulative distribution function as
Fx(t) = E[1(X € (—oo,1])].

Function f(z) inside the expectation can also be complex-valued. For example, ¢ x (t) = E[e?],
where ¢ is the imaginary unit, defines the characteristic function of X. The characteristic function
is closely related to the inverse Fourier transform of p(x) and is useful in many forms of statistical
inference. Several expectation functions are summarized in Table A.1.

Example 24: [Three tosses of a fair coin (yet again).] Consider two random variables from Examples
3 and 5, and calculate the expectation and variance for both X and Y. Then calculate E [Y|X = 0].
We start by calculating E[X] =0-px(0) +1-px(1) = 1. Similarly,

3
EY]=> vy pr(y)
y=0

=py (1) + 2py(2) + 3py (3)
3
~2
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flz,y) Symbol Name

(x—E[X])(y—E[Y]) Cov[X,Y] Covariance
% Corr[X,Y] Correlation
log pﬁi’f@ ) I(X;Y)  Mutual information
log m H(X,Y) Joint entropy
log @ H(X|Y) Conditional entropy

Table A.2: Some important expectation functions E[f(X,Y)] for two random variables,
X and Y, described by their joint distribution p(xz,y). Mutual information is sometimes
referred to as average mutual information.

The conditional expectation can be found as

EY|X =0]= Zy py|x(y]0)

= pY\X( 0) + 2py|x(2[0) + 3py | x (3]0)
=1

where p(y|z) = p(x,y)/p(z).

A.5 Mixtures of distributions

In previous sections we saw that random variables are often described using particular families of
probability distributions. This approach can be generalized by considering mixtures of distributions;
i.e., linear combinations of other probability distributions. As before, we shall only consider random
variables that have their probability mass or density functions.

Given a set of m probability distributions, {p;(x)};~,, a finite mixture distribution function, or
mizture model, p(z) is defined as

i=1

where w = (wy,wa, ..., wy,) is a set of non-negative real numbers such that Z _,w; = 1. We refer
to w as mixing coefﬁments or, sometimes, as mixing probabilities. A linear combination with such
coefficients is called a convex combination. It is straightforward to verify that a function defined in
this manner is indeed a probability distribution.

Here we will briefly look into the basic expectation functions of the mixture distribution. Sup-
pose {X; } _, is a set of m random variables described by their respective probability distributions
{px,(x)}",. Suppose also that a random variable X is described by a mixture distribution with co-
efficients w and probability distributions {px, (z)}.~,. Then, assuming continuous random variables
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Noise
Y

Source Channel Receiver

X: Bernoulli(a) Z=X+Y

Y: Gaussian(u,o?)
Figure A.2: A digital signal communication system with additive noise.

defined on R, the expectation function is given as

+oo

B0 = [ f@px(e)ds

—00

I
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+
8
=
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8

We can now apply this formula to obtain the mean, when f(z) = z and the variance, when f(x) =
(r — E[X])?, of the random variable X as

m

E[X] =) wE[X]],
i=1

and

m m

VIX] =Y wV[X]+ > wi (B[X,] - E[X])?,

i=1 i=1
respectively.

Example 25: Signal communications. Consider transmission of a single binary digital signal (bit)
over a noisy communication channel shown in Figure A.2. The magnitude of the signal X emitted
by the source is equally likely to be 0 or 1 Volt. The signal is sent over a transmission line (e.g.,
radio communication, optical fiber, magnetic tape) in which a zero-mean normally distributed noise
component Y is added to X. Derive the probability distribution of the signal Z = X +Y that enters
the receiver.

We will consider a slightly more general situation where X : Bernoulli(a) and Y : Gaussian(u, o2).
To find p(z) we will use characteristic functions of random variables X, Y and Z, written as
ox(t) = E[e™X], oy (t) = E[e®Y] and ¢(t) = E[e??]. Without derivation we write

ox(t) =1—a+ ae'

o242

oy (t) ="
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and subsequently

pz(t) = px1v(t)
= px(t) - ey (t)

(1 ity | itp— oot
—(1 a+ae) e

gt
2

= (Jze”(”Jrl)*Hth2 +(1- a)e“”*#.

By performing integration on ¢z (t) we can easily verify that
1 2 1
V2mo? V2ro?

which is a mixture of two normal distributions N (u+1, 0%) and N (u, 02) with coefficients w; = a and
wy = 1 — «, respectively. Observe that a convex combination of random variables Z = w1 X + woY
does not imply pz(z) = wipx (x) + wapy ().

1 2
6—2672(2—#) ,

O

A.6 Graphical representation of probability distributions

We saw earlier that a joint probability distribution can be factorized using the chain rule from
Equation (1.2). Such factorizations can be visualized using a directed graph representation, where
nodes represent random variables and edges depict dependence. For example,

p(z,y,2) = p(z)p(ylz)p(2|z, y)

is shown in Figure A.3A. Graphical representations of probability distributions using directed acyclic
graphs, together with conditional probability distributions, are called Bayesian networks or belief
networks. They facilitate interpretation as well as effective statistical inference.

Visualizing relationships between variables becomes particularly convenient when we want to
understand and analyze conditional independence properties of variables. Figure A.3B shows the
the same factorization of p(z,y,z) where variable Z is independent of X given Y. To carefully
determine conditional independence and dependence properties, however, one usually uses the d-
separation rules for belief networks. Though often relationships are intuitive, sometimes dependence
properties can get more complicated due to multiple relationships between nodes. For example, in
Figure A.4A, two nodes do not have an edge, but are conditionally dependent through another node.
On the other hand, in Figure A.4B, the absence of an edge does imply conditional independence. We
will not further examine d-separation rules at this time; they can easily be found in any standard
textbook on graphical models.

Belief networks have a simple, formal definition. Given a set of d random variables X =
(X1,...,X4), belief networks factorize the joint probability distribution of X as

d
p($) = Hp (xi|mParents(Xi)) ’

i=1

where Parents(X) denotes the immediate ancestors of node X in the graph. In Figure A.3B, node
Y is a parent of Z, but node X is not a parent of Z.

It is important to mention that there are multiple (how many?) ways of factorizing a distribution.
For example, by reversing the order of variables p(z,y, z) can be also factorized as

p(x,y,2) = p(2)p(y|2)p(ly, 2),
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Discrete probability distribution without conditional independences

P(X=1) XY |P(Z=1X,Y)
0.3 0 0.3
0.1
0.7
X | Py=1Xx) 0.4
0 05
1 0.9

PX=2z2,Y=y,Z=2=P(X=2)P(Y=ylX=2)P(Z=z|X=2,Y=1y)

—_—_-0 O
—_ o -

Discrete probability distribution; Z is conditionally independent of X given Y

P(X=1) Y| P(z=1))
0.3 0 0.2
1 0.7
X | P(Y=1X)
0 0.5
1 0.9

PX=xz,Y=yZ=2=P(X=2)P(Y=ylX=2)P(Z=z|Y =y)

Figure A.3: Bayesian network: graphical representation of two joint probability distribu-
tions for three discrete (binary) random wvariables (X,Y,Z) using directed acyclic graphs.
The probability mass function p(z,y, z) is defined over {0,1}3. (A) Full factorization; (B)
Factorization that shows and ensures conditional independence between Z and X, given Y .
FEach node is associated with a conditional probability distribution. In discrete cases, these
conditional distributions are referred to as conditional probability tables.
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A. X is independent of Y, but not given Z
PX=z|Y=y)=PX=ux)

PX=z|Y=y,Z=2)2P(X=z|Z=2)

B. X and Y are dependent, but conditionally independent given Z

PX=2z2|Y=y Z=2)=P(X=2x|Z=2)

PY=ylX=2,Z=2=PY=y|Z=2)

Figure A.4: Two examples of Bayesian networks. (A) A model where the lack of an edge
between nodes does not indicate independence. Given information about Z, X and Y are
actually dependent; i.e., they are conditionally dependent through Z. (B) A model where
the lack of an edge between nodes does indicate independence. Given information about Z,
X and Y are conditionally independent. We will see this representation later under Naive
Bayes models.

which has a different graphical representation and its own conditional probability distributions, yet
the same joint probability distribution as the earlier factorization. Selecting a proper factorization
and estimating the conditional probability distributions from data will be discussed in detail later.

Undirected graphs can also be used to factorize probability distributions. The main idea here is
to decompose graphs into maximal cliques C (the smallest set of cliques that covers the graph) and
express the distribution in the following form

p(z) = ;Cl_[(zﬂic(wc),

where each o (xc) > 0 is called the clique potential function and

Z = | 1] ¢elzc)dz,
T cec

is called the partition function, used strictly for normalization purposes. In contrast to conditional
probability distributions in directed acyclic graphs, the clique potentials usually do not have condi-
tional probability interpretations and, thus, normalization is necessary. One example of a maximum
clique decomposition is shown in Figure A.5.

The potential functions are typically taken to be strictly positive, o (xc) > 0, and expressed
as

Yo(ze) = exp (—E(zc)),

where E(x¢) is a user-specified energy function on the clique of random variables X. This leads
to the probability distribution of the following form

pa) = exp (Z log ¢c<mc>> .

ceC
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X () () ) X

2 \<\5) 6
Xcl = {X]-’ X29 X3> X4} XCg - {X5, Xﬁ}
Xe, = {Xo, X5} X, = 1 X6, X7, Xs}

Figure A.5: Markov network: graphical representation of a probability distribution using
mazimum clique decomposition. Shown is a set of eight random variables with their interde-
pendency structure and mazimum clique decomposition (a clique is fully connected subgraph
of a given graph). A decomposition into mazximum cliques covers all vertices and edges in
a graph with the minimum number of cliques. Here, the set of variables is decomposed into
four mazimal cliques C = {C1,Cy,Cs,Cy}.

As formulated, this probability distribution is called the Boltzmann distribution or the Gibbs dis-
tribution.

The energy function E(x) must be lower for values of x that are more likely. It also may involve
parameters that are then estimated from the available training data. Of course, in a prediction
problem, an undirected graph must be created to also involve the target variables, which were here
considered to be a subset of X.

Consider now any probability distribution over all possible configurations of the random vector
X with its underlying graphical representation. If the following property

p(zix_x,) = p (zilenx,)) (A4)

is satisfied, the probability distribution is referred to as Markov network or a Markov random field.
In the equation above

X x, = (X1, Xic1, Xit1s -, Xa)

and N (X) is a set of random variables neighboring X in the graph; i.e., there exists an edge between
X and every node in N(X). The set of random variables in N(X) is also called the Markov blanket
of X.

It can be shown that every Gibbs distribution satisfies the property from Equation (A.4) and,
conversely, that for every probability distribution for which Equation (A.4) holds can be represented
as a Gibbs distribution with some choice of parameters. This equivalence of Gibbs distributions and
Markov networks was established by the Hammersley-Clifford theorem.
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Appendix B

Optimization background

B.1 Basic rules for gradients

For derivatives, there are useful rules that you are familiar with, such as %aw = a, %uﬂ = 2w
and %ew = e". We can similarly write down such rules for the multivariate setting, to simplify
computation of gradients without having to go resort to computing each partial derivative. Each of
the following rules can be verified by computing partial derivatives, with the rules you are used to
for the univariate case. We summarize the key rules for this document here; for a more complete
reference, see the matrix cookbook [16].

Some of these rules are summarized in Table B.1. This list is not comprehensive, but does
enable some additional rules to be derived. For example, to obtain the derivative for the function
f(x) = x"A, one can first obtain the derivative for f(x)" = A"x and then take its transpose
because

(Vi) =V(fx)).
Therefore, because V f(x)" = AT, we get that Vf(x) = A.

L | F
‘ x'x ‘ 2x ‘
Ax | A |
’ x" Ax ‘ Ax+A"x ‘

Table B.1: Useful derivative formulas of vectors with respect to vectors. The derivative of
vector-valued function f : R&>T — R™XL with respect to vector x € R¥! s an m x d matriz
M with components M;j = 9Yifoxz;, i € {1,2,...,d} and j € {1,2,...,m}. A derivative of
scalar with respect to a vector, where m = 1, is a special case of this situation that results
in an d X 1 column vector. Note that in the table, m is not the same for each row. For
example, f(x) = x'x is a scalar, whereas for a general matriz A € R™*¢, f(x) = Ax is a
m-dimensional vector.
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Appendix C

Linear algebra background

C.1 An Algebraic Perspective

Another powerful tool for analyzing and understanding linear regression comes from linear and
applied linear algebra. In this section we take a detour to address fundamentals of linear algebra
and then apply these concepts to deepen our understanding of regression. In linear algebra, we are
frequently interested in solving the following set of equations, given below in a matrix form

Ax =b. (C.1)

Here, A is an m X n matrix, b is an m x 1 vector, and x is an n X 1 vector that is to be found. All
elements of A, x, and b are considered to be real numbers. We shall start with a simple scenario
and assume A is a square, 2 X 2 matrix. This set of equations can be expressed as

a1121 + a12x2 = by

a2171 + a22w2 = by
For example, we may be interested in solving

CL’1+2£L’2:3
I1+31‘2:5

This is a convenient formulation when we want to solve the system, e.g. by Gaussian elimination.
However, it is not a suitable formulation to understand the question of the existence of solutions.
In order for us to do this, we briefly review the basic concepts in linear algebra.

C.1.1 The four fundamental subspaces

The objective of this section it to briefly review the four fundamental subspaces in linear algebra
(column space, row space, nullspace, left nullspace) and their mutual relationship. We shall start
with our example from above and write the system of linear equations as

HEN R

We can see now that by solving Ax = b we are looking for the right amounts of vectors (1,1) and
(2,3) so that their linear combination produces (3,5); these amounts are z; = —1 and 25 = 2. Let
us define a; = (1,1) and az = (2, 3) to be the column vectors of A;ie. A =[a; ag]. Thus, Ax=Db
will be solvable whenever b can be expressed as a linear combination of the column vectors a; and
as.

All linear combinations of the columns of matrix A constitute the column space of A, C(A), with
vectors aj ...a, being a basis of this space. Both b and C(A) lie in the m-dimensional space R™.
Therefore, what Ax = b is saying is that b must lie in the column space of A for the equation to have
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solutions. In the example above, if columns of A are linearly independent', the solution is unique,
i.e. there exists only one linear combination of the column vectors that will give b. Otherwise,
because A is a square matrix, the system has no solutions. An example of such a situation is

Ll ]E]

where a; = (1,1) and ay = (2,2). Here, a; and ay are (linearly) dependent because 2a; — as = 0.
There is a deep connection between the spaces generated by a set of vectors and the properties of
the matrix A. For now, using the example above, it suffices to say that if a; and ay are independent
the matrix A is non-singular (singularity can be discussed only for square matrices), that is of full
rank.

In an equivalent manner to the column space, all linear combinations of the rows of A constitute
the row space, denoted by C(AT), where both x and C(AT) are in R™. All solutions to Ax = 0
constitute the nullspace of the matrix, N(A), while all solutions of ATy = 0 constitute the so-called
left nullspace of A, N(AT). Clearly, C(A) and N(AT) are embedded in R™, whereas C(AT) and
N(A) are in R™. However, the pairs of subspaces are orthogonal (vectors u and v are orthogonal if
u'v = 0); that is, any vector in C(A) is orthogonal to all vectors from N(AT) and any vector in
C(AT) is orthogonal to all vectors from N(A). This is easy to see: if x € N(A), then by definition
Ax = 0, and thus each row of A is orthogonal to x. If each row is orthogonal to x, then so are all
linear combinations of rows.

Orthogonality is a key property of the four subspaces, as it provides useful decomposition of
vectors x and b from Eq. (C.1) with respect to A (we will exploit this in the next Section). For
example, any x € R™ can be decomposed as

X:Xr+xna

where x, € C(AT) and x,, € N(A), such that ||x||§ = er||§ + ||xn||§ Similarly, every b € R™ can
be decomposed as

b =b. + by,

where b, € C(A), by € N(AT), and ||b[|Z = [[b.]|2 + |[bi]|2.

We mentioned above that the properties of fundamental spaces are tightly connected with the
properties of matrix A. To conclude this section, let us briefly discuss the rank of a matrix and
its relationship with the dimensions of the fundamental subspaces. The basis of the space is the
smallest set of vectors that span the space (this set of vectors is not unique). The size of the basis is
also called the dimension of the space. In the example at the beginning of this subsection, we had
a two dimensional column space with basis vectors a; = (1,1) and as = (2,3). On the other hand,
for a; = (1,1) and ag = (2,2) we had a one dimensional column space, i.e. a line, fully determined
by any of the basis vectors. Unsurprisingly, the dimension of the space spanned by column vectors
equals the rank of matrix A. One of the fundamental results in linear algebra is that the rank of A
is identical to the dimension of C'(A), which in turn is identical to the dimension of C(A ).

C.1.2 Minimizing ||[Ax — b||3

Let us now look again at the solutions to Ax = b. In general, there are three different outcomes:
1. there are no solutions to the system
2. there is a unique solution to the system, and

3. there are infinitely many solutions.

!As a reminder, two vectors are independent if their linear combination is zero only when both z; and
Zo are zero.
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Figure C.1: Illustration of the projection of vector b to the column space of matrixz A.
Vectors p (b.) and e (b;) represent the projection point and the error, respectively.

These outcomes depend on the relationship between the rank (r) of A and dimensions m and n.
We already know that when r = m = n (square, invertible, full rank matrix A) there is a unique
solution to the system, but let us investigate other situations. Generally, when r = n < m (full
column rank), the system has either one solution or no solutions, as we will see momentarily. When
r = m < n (full row rank), the system has infinitely many solutions. Finally, in cases when r < m
and r < n, there are either no solutions or there are infinitely many solutions. Because Ax = b
may not be solvable, we generalize solving Ax = b to minimizing ||[Ax — b||,. In such a way, all
situations can be considered in a unified framework.
Let us consider the following example

1 2 b1
A=1|1 3 ,x{xl],b by |,

1 4 2 b
which illustrates an instance where we are unlikely to have a solution to Ax = b, unless there is
some constraint on by, ba, and bs; here, the constraint is bs = 2by — b1. In this situation, C(A) is a
2D plane in R? spanned by the column vectors a; = (1,1,1) and ay = (2, 3,4). If the constraint on
the elements of b is not satisfied, our goal is to try to find a point in C'(A) that is closest to b. This
happens to be the point where b is projected to C(A), as shown in Figure C.1. We will refer to the
projection of b to C(A) as p. Now, using the standard algebraic notation, we have the following
equations

b=p+e
pP=Ax

Since p and e are orthogonal, we know that p'e = 0. Let us now solve for x
(Ax)" (b — Ax) =0
x"ATb—x"ATAx =0
x" (ATb—ATAx) =0
and thus
x*=(ATA) ATb.

This is exactly the same solution as one that minimized the sum of squared errors and maximized
the likelihood. The matrix

At =(ATA) AT

is called the Moore-Penrose pseudo-inverse or simply a pseudo-inverse. This is an important matrix
because it always exists and is unique, even in situations when the inverse of AT A does not exist.
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This happens when A has dependent columns (technically, A and AT A will have the same nullspace
that contains more than just the origin of the coordinate system; thus the rank of AT A is less than
n). Let us for a moment look at the projection vector p. We have

p=Ax
—A(ATA) "ATb,

where A (ATA)_1 AT is the matrix that projects b to the column space of A.

While we arrived at the same result as in previous sections, the tools of linear algebra allow
us to discuss OLS regression at a deeper level. Let us examine for a moment the existence and
multiplicity of solutions to

arg min [[Ax — b||, . (C.2)

Clearly, the solution to this problem always exists. However, we shall now see that the solution to
this problem is generally not unique and that it depends on the rank of A. Consider x to be one
solution to Eq. (C.2). Recall that x = x, + x,, and that it is multiplied by A; thus, any vector
X = X, + ax,, where a € R, is also a solution. Observe that x, is common to all such solutions;
if you cannot see it, assume there exists another vector from the row space and show that it is not
possible. If the columns of A are independent, the solution is unique because the nullspace contains
only the origin. Otherwise, there are infinitely many solutions. In such cases, what exactly is the
solution found by projecting b to C'(A)? Let us look at it:

x* = A'b
—(ATA) 'AT(p+e)
—(ATA) ATp

= Xpr,

as p = Ax,. Given that x, is unique, the solution found by the least squares optimization is the one
that simultaneously minimizes [|[Ax — b||, and ||x||, (observe that |x||, is minimized because the
solution ignores any component from the nullspace). Thus, the OLS regression problem is sometimes
referred to as the minimum-norm least-squares problem.

Let us now consider situations where Ax = b has infinitely many solutions; i.e., when b € C'(A).
This usually arises when r < m < n. Here, because b is already in the column space of A, the only
question is what particular solution x will be found by the minimization procedure. As we have seen
above, the outcome of the minimization process is the solution with the minimum Lo norm [|x||,.

To summarize, let us first get back to our original notation where X is the matrix and w are the
weights to be found. The goal of the OLS regression problem is to solve Xw =y, if it is solvable.
When d < n this is not a realistic scenario in practice. Thus, we relaxed the requirement and tried
to find the point in the column space C(X) that is closest to y. This turned out to be equivalent
to minimizing the sum of square errors (or Euclidean distance) between n-dimensional vectors Xw
and y. It also turned out to be equivalent to the maximum likelihood solution presented in Section
5.1. When n < d, a usual situation in practice is that there are infinitely many solutions. In these
situations, our optimization algorithm will find the one with the minimum Lo norm.
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Appendix D

Details on unsupervised representation approaches
using factorization

There are many variants of unsupervised learning algorithms that actually correspond to factorizing
the data matrix, which we summarize in in Table D.1. In many cases, they simply correspond to
defining an interesting kernel on X, and then factorizing that kernel (i.e., kernel PCA). If the entry
is empty, this specifies no regularization and no constraints. For a more complete list, see [18] and
[20]). As with the regression setting, we can generalize this Euclidean loss to any convex loss

L,(H,D,X) = L,(H;D,X,.)

i=1

where above we used

L,(H,D,X)=>|H;D - X;[} = [HD - X|3.
=1

Algorithms to learn dictionaries

Our focus remains on prediction, and so we would like to use these representations for supervised
(or semi-supervised) learning. We use a two-stage approach, where first the new representation is
learned in an unsupervised way and then used with supervised learning algorithms. These two stages
could be combined into one step with supervised dictionary learning; see [13] for a discussion about
this more advanced approach.

The most common strategy to learn these dictionary models is to do an alternating minimization
over the variables. The optimization over D and H is not jointly convex; however, it is convex in
each variable separately. The strategy is to fix one variable, say H, and descend in the other, say D,
and then switch, fixing D and descending in H. This alternating minimization continues until the
convergence. Though this is a nonconvex optimization, there is recent evidence that this procedure
actually returns the global minimum (see e.g. [12]). We summarize this procedure in Algorithm 5.

Once the dictionary D and new representation H have been learned, we can learn the supervised
weights W € R¥*™ to obtain HW ~ Y. This can be done with any of the linear regression or
classification approaches we have learned so far.

Finally, we need to know how to use these learned models for out-of-sample prediction (i.e., for
new samples). The matrices D and W contain all the necessary information to perform out-of-
sample prediction, and H does not need to be stored, because it was the representation specific to
the training data. For a new sample X,.w, the representation can be obtained using

hyew = argmin L, (hD, x).
heRk

With the representation for this sample, we can then predict f(hpew W).
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Algorithm Loss and constraints
_ X(XTX) 2
CCA = orthonormal PLS H {Y(YTY } — HDHF
IK — HD|%
Isomap K=—1(I-e€e)S(I-ee)
with S; j = [ X4 — X ||
_ X — HD|2
K- 1 I F
means clustering with H € {0, 1}n><k7 H1 -1
. : |X —HD]|1,
K-medians clustering with H € {0, 1}k, H1 =1
o _ IK - HD|%
Laplacian eigenmaps = Kernel LPP for K — L1
IK — HDI[7.

Metric multi-dimensional scaling

for isotropic kernel K

Normalized-cut

WA*X—lﬂNAVw;

with H € {0,1}"** H1=1
Partial least squares XY — DHH%
PCA |X — HD||%
Kernel PCA |K — HD||3.
, K — HD||7
Ratio cut for K — L1
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Algorithm 5: Alternating minimization for dictionary learning

Input:
inner dimension k
loss L, where L(HD) = L, (H, D, X)
Rp, the regularizer on D
Ry, the regularizer on H
the regularization weight A
convergence tolerance
fixed positive step-sizes np, ng
dataset {x1,...,Xn}

Initialization:
D, H <« full-rank random matrices with inner dimension k
prevobj < oo

Loop until convergence within tolerance or reach maximum number of
iterations:
Update D using one step of gradient descent
Update H using one step of gradient descent
currentobj + L(HD) + ARp(D) + 2Ry (H)
If |currentobj — prevobj| < tolerance, Then break
prevobj < currentobj

Output:
D,H
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Appendix E
Bayesian estimation

Maximum a posteriori and maximum likelihood approaches report the solution that corresponds
to the mode of the posterior distribution and the likelihood function, respectively. This approach,
however, does not consider the possibility of skewed distributions, multimodal distributions or simply
large regions with similar values of p(f|D). Bayesian estimation addresses those concerns.

The main idea in Bayesian statistics is minimization of the posterior risk

R= / «f. ) - plfID)dr,

where f is our estimate and £(f, f) is some loss function between two models. When £(f, f) = (f—f)?
(ignore the abuse of notation), we can minimize the posterior risk as follows

9 .
SF=2 /ff p(fID)df

=0

from which it can be derived that the minimizer of the posterior risk is the posterior mean function;
ie.,

fs = /f f - p(fID)df
— B[F|D],

where F' is a random variable representing the model. We shall refer to fp as the Bayes estimator.
It is important to mention that computing the posterior mean usually involves solving complex inte-
grals. In some situations, these integrals can be solved analytically; in others, numerical integration
is necessary.

Example 26: Let D ={2,5,9,5,4,8} yet again be an i.i.d. sample from Poisson(\g). Suppose the
prior knowledge about the parameter of the distribution can be expressed using a gamma distribution
with parameters k = 3 and § = 1. Find the Bayesian estimate of \g.

We want to find E[A|D]. Let us first write the posterior distribution as

_ p(DINVp(N)
p(D[Mp(M)
5 p(DN)p(A) AN

where, as shown in previous examples, we have that

A ®

DN =" O
p(DIA) T o
and .
)\ le—%



Before calculating p(D), let us first note that
/ e Prdy = M.
0 B

Now, we can derive that

p(D) = / P(DINP(N)dA
0
oo )\2::1 Ti o—nA  \k=l,—3
- /0 -, z!  60F0(k)
_ D(k+ >0 i)
0T (k) Ty il (n + 3) 200 7o

X

and subsequently that

p(DINp(A)
p(A\|D) = ————=
WP =)
XL Mo 3 D (R) [T, wil(n + 1) TR
; [T, @it O+ (k) T(k+ 300, @)
WL 7 N 4 L
Finally,
E[A|D] = / Ap(A|D)dA
0
k4w
 on+ %
=5.14
which is nearly the same solution as the MAP estimate found in Example 9. ([l

It is evident from the previous example that selection of the prior distribution has important
implications on calculation of the posterior mean. We have not picked the gamma distribution by
chance; that is, when the likelihood was multiplied by the prior, the resulting distribution remained
in the same class of functions as the prior. We shall refer to such prior distributions as conjugate
priors. Conjugate priors are also simplifying the mathematics; in fact, this is a major reason for
their consideration. Interestingly, in addition to the Poisson distribution, the gamma distribution is
a conjugate prior to the exponential distribution as well as the gamma distribution itself.
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