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Recap: Imperfect Information 
Extensive Form Game

Definition: 
An imperfect information game in extensive form is a tuple 
                                  where 

•                         is a perfect information extensive form game, 
and 

•                                                is an equivalence relation on 
(i.e., partition of)                        with the property that 
                and                 whenever there exists a j for which 

G = (N, A, H, Z, χ, ρ, σ, u, I),

(N, A, H, Z, χ, ρ, σ, u)

I = (I1, …, In),  where Ii = (Ii,1, …, Ii,ki
)

{h ∈ H : ρ(h) = i}
χ(h) = χ(h′�) ρ(h) = ρ(h′�)

h ∈ Ii,j and h′� ∈ Ii,j .



Recap: Imperfect Information 
Extensive Form Example

• The members of the equivalence classes are sometimes called 
information sets 

• Players cannot distinguish which history they are in within an information set
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Figure 5.10: An imperfect-information game.

We can regard player 1 as not knowing whether player 2 chose A or B when he
makes her choice between ℓ and r.

5.2.2 Strategies and equilibria

A pure strategy for an agent in an imperfect-information game selects one of the
available actions in each information set of that agent.

Definition 5.2.2 (Pure strategies) LetG = (N,A,H,Z,χ, ρ,σ, u, I) be an imperfect-
information extensive-form game. Then the pure strategies of player i consist of
the Cartesian product

∏
Ii,j∈Ii

χ(Ii,j).

Thus perfect-information games can be thought of as a special case of imperfect-
information games, in which every equivalence class of each partition is a single-
ton.
Consider again the Prisoner’s Dilemma game, shown as a normal-form game in

Figure 3.3. An equivalent imperfect-information game in extensive form is given
in Figure 5.11.
Note that we could have chosen to make player 2 choose first and player 1 choose

second.
Recall that perfect-information games were not expressive enough to capture

the Prisoner’s Dilemma game and many other ones. In contrast, as is obvious from
this example, any normal-form game can be trivially transformed into an equiva-
lent imperfect-information game. However, this example is also special in that the
Prisoner’s Dilemma is a game with a dominant strategy solution, and thus in par-
ticular a pure-strategy Nash equilibrium. This is not true in general for imperfect-
information games. To be precise about the equivalence between a normal-form
game and its extensive-form image we must consider mixed strategies, and this is
where we encounter a new subtlety.
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Recap: Behavioural vs. 
Mixed Strategies

Definition: 
A mixed strategy                 is any distribution over an agent's 
pure strategies. 

Definition: 
A behavioural strategy                    is a probability distribution 
over an agent's actions at an information set, which is 
sampled independently each time the agent arrives at the 
information set. 

Kuhn's Theorem: 
These are equivalent in games of perfect recall.

si ∈ Δ(AIi)

bi ∈ [Δ(A)]Ii



Recap: 
Normal to Extensive Form

• Unlike perfect information games, we can go in the opposite 
direction and represent any normal form game as an imperfect 
information extensive form game

c d

C -1,-1 -4,0

D 0,-4 -3,-3
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Figure 5.11: The Prisoner’s Dilemma game in extensive form.

As we did for perfect-information games, we can define the normal-form game
corresponding to any given imperfect-information game; this normal game is again
defined by enumerating the pure strategies of each agent. Now, we define the set
of mixed strategies of an imperfect-information game as simply the set of mixed
strategies in its image normal-form game; in the same way, we can also define the
set of Nash equilibria.4 However, we can also define the set of behavioral strategiesbehavioral

strategy in the extensive-form game. These are the strategies in which each agent’s (poten-
tially probabilistic) choice at each node is made independently of his choices at
other nodes. The difference is substantive, and we illustrate it in the special case
of perfect-information games. For example, consider the game of Figure 5.2. A
strategy for player 1 that selects A with probability .5 andG with probability .3 is
a behavioral strategy. In contrast, the mixed strategy (.6(A,G), .4(B,H)) is not a
behavioral strategy for that player, since the choices made by him at the two nodes
are not independent (in fact, they are perfectly correlated).
In general, the expressive power of behavioral strategies and the expressive

power of mixed strategies are noncomparable; in some games there are outcomes
that are achieved via mixed strategies but not any behavioral strategies, and in some
games it is the other way around.
Consider for example the game in Figure 5.12. In this game, when considering

mixed strategies (but not behavioral strategies), R is a strictly dominant strategy
for agent 1, D is agent 2’s strict best response, and thus (R,D) is the unique
Nash equilibrium. Note in particular that in a mixed strategy, agent 1 decides
probabilistically whether to play L orR in his information set, but once he decides
he plays that pure strategy consistently. Thus the payoff of 100 is irrelevant in the
context of mixed strategies. On the other hand, with behavioral strategies agent 1
gets to randomize afresh each time he finds himself in the information set. Noting

4. Note that we have defined two transformations—one from any normal-form game to an imperfect-
information game, and one in the other direction. However the first transformation is not one to one, and so
if we transform a normal-form game to an extensive-form one and then back to normal form, we will not in
general get back the same game we started out with. However, we will get a game with identical strategy
spaces and equilibria.
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Repeated Game
• Some situations are well-modelled as the same agents playing a normal-

form game multiple times 

• The normal-form game is the stage game; the whole game of playing 
the stage game repeatedly is a repeated game 

• The stage game can be repeated a finite or an infinite number of times 

• Questions to consider: 

1. What do agents observe? 

2. What do agents remember? 

3. What is the agents' utility for the whole repeated game?



Finitely Repeated Game
Suppose that n players play a normal form game against each 
other k ∈ ℕ times. 

Questions: 

1. Do they observe the other players' actions?  If so, when? 

2. Do they remember what happened in the previous games? 

3. What is the utility for the whole game? 

4. What are the pure strategies?



Representing 
Finitely Repeated Games

• Recall that we can represent normal form games as 
imperfect information extensive form games 

• We can do the same for repeated games:

c d

C -1,-1 -4,0

D 0,-4 -3,-3

and then

c d

C -1,-1 -4,0

D 0,-4 -3,-3
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utility of the entire repeated game?
We answer these questions in two steps. We first consider the case in which

the game is repeated a finite and commonly-known number of times. Then we
consider the case in which the game is repeated infinitely often, or a finite but
unknown number of times.

6.1.1 Finitely repeated games

One way to completely disambiguate the semantics of a finitely repeated game is to
specify it as an imperfect-information game in extensive form. Figure 6.2 describes
the twice-played Prisoner’s Dilemma game in extensive form. Note that it captures
the assumption that at each iteration the players do not know what the other player
is playing, but afterward they do. Also note that the payoff function of each agent
is additive; that is, it is the sum of payoffs in the two-stage games.
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Figure 6.2: Twice-played Prisoner’s Dilemma in extensive form.

The extensive form also makes it clear that the strategy space of the repeated
game is much richer than the strategy space in the stage game. Certainly one strat-
egy in the repeated game is to adopt the same strategy in each stage game; clearly,
this memoryless strategy, called a stationary strategy, is a behavioral strategy instationary

strategy the extensive-form representation of the game. But in general, the action (or mix-
ture of actions) played at a stage game can depend on the history of play thus far.
Since this fact plays a particularly important role in infinitely repeated games, we
postpone further discussion of it to the next section. Indeed, in the finite, known
repetition case, we encounter again the phenomenon of backward induction, which
we first encountered when we introduced subgame-perfect equilibria. Recall that
in the Centipede game, discussed in Section 5.1.3, the unique SPE was to go down
and terminate the game at every node. Now consider a finitely repeated Prisoner’s
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Fun (Repeated) Game

• Play the Prisoner's Dilemma five times in a row against the 
same person 

• Play at least two people
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Properties of  
Finitely Repeated Games

• Playing an equilibrium of the stage game at every 
stage is an equilibrium of the repeated game 

• Instance of a stationary strategy 

• In general, pure strategies can depend on the 
previous history 

• Question: When the normal form game has a 
dominant strategy, what can we say about the 
equilibrium of the finitely repeated game?

6.1 Repeated games 149

utility of the entire repeated game?
We answer these questions in two steps. We first consider the case in which

the game is repeated a finite and commonly-known number of times. Then we
consider the case in which the game is repeated infinitely often, or a finite but
unknown number of times.

6.1.1 Finitely repeated games

One way to completely disambiguate the semantics of a finitely repeated game is to
specify it as an imperfect-information game in extensive form. Figure 6.2 describes
the twice-played Prisoner’s Dilemma game in extensive form. Note that it captures
the assumption that at each iteration the players do not know what the other player
is playing, but afterward they do. Also note that the payoff function of each agent
is additive; that is, it is the sum of payoffs in the two-stage games.
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Figure 6.2: Twice-played Prisoner’s Dilemma in extensive form.

The extensive form also makes it clear that the strategy space of the repeated
game is much richer than the strategy space in the stage game. Certainly one strat-
egy in the repeated game is to adopt the same strategy in each stage game; clearly,
this memoryless strategy, called a stationary strategy, is a behavioral strategy instationary

strategy the extensive-form representation of the game. But in general, the action (or mix-
ture of actions) played at a stage game can depend on the history of play thus far.
Since this fact plays a particularly important role in infinitely repeated games, we
postpone further discussion of it to the next section. Indeed, in the finite, known
repetition case, we encounter again the phenomenon of backward induction, which
we first encountered when we introduced subgame-perfect equilibria. Recall that
in the Centipede game, discussed in Section 5.1.3, the unique SPE was to go down
and terminate the game at every node. Now consider a finitely repeated Prisoner’s
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Infinitely Repeated Game
Suppose that n players play a normal form game against each other 
infinitely many times. 

Questions: 

1. Do they remember what happened in the previous games? 

2. What is the utility for the whole game? 

3. What are the pure strategies? 

4. Can we write these games in the imperfect information 
extensive form?



Payoffs in 
Infinitely Repeated Games

• We cannot just take the sum of payoffs in an infinitely repeated 
game, because there are infinitely many of them 

• We can't just put the overall utility on the terminal nodes, 
because there aren't any 

• Two possible approaches: 

1. Average reward: Take the limit of the average reward to 
be the overall reward of the game 

2. Discounted reward: Apply a discount factor to future 
rewards to guarantee that they will converge



Average Reward

Definition: 
Given an infinite sequence of payoffs                  for player i, the 
average reward of i is 
 
 

• Problem: May not converge (why?)

r(1)
i , r(2)

i , …

lim
k→∞

k

∑
j=1

r( j)
i

k
.



Discounted Reward
Definition:  
Given an infinite sequence of payoffs                  for player i, and a discount factor 
0 ≤ β ≤ 1, the future discounted reward of i is 
 
 

• Interpretations: 

1. Agent is impatient: cares more about rewards that they will receive 
earlier than rewards they have to wait for 

2. Agent cares equally about all rewards, but at any given round the game 
will stop with probability 1-β 

• The two interpretations have identical implications for analyzing the game

r(1)
i , r(2)

i , …

∞

∑
j=1

β jr( j)
i



Strategy Spaces in 
Infinitely Repeated Games

Question: What is a pure strategy in an infinitely repeated 
game? 

Definition: 
For a stage game G=(N,A,u), let 
 
                                                    
be the set of histories of the infinitely repeated game.  
Then a pure strategy of the infinitely repeated game for an 
agent i is a mapping  
 
from histories to player i's actions.

A* = {∅} ∪ A1 ∪ A2 ∪ ⋯ =
∞

⋃
t=0

At

si : A* → Ai



Equilibria in 
Infinitely Repeated Games

• Can we characterize the set of equilibria for an infinitely repeated 
game? 

• Can't appeal to Nash's Theorem, because it only applies to finite 
games 

• Can't build the induced normal form, there are infinitely many 
pure strategies 

• There could even be infinitely many pure strategy Nash 
equilibria! 

• We can characterize the set of payoff profiles that are achievable in 
an  equilibrium, instead of characterizing the equilibria themselves



Enforceable

Definition: 
Let                                     be i's minmax value in G=(N,A,u). 

Then a payoff profile r=(r1,...,rn) is enforceable if ri >= vi for all 
i ∈ N. 

• A payoff vector is enforceable (on i) if the other agents working 
together can ensure that i's utility is no greater than ri.

vi = min
s−i∈S−i

max
si∈Si

ui(si, s−i)



Feasible

Definition: 
A payoff profile r=(r1,...,rn) is feasible if there exist rational, non-
negative values 𝛼a such that for all i, 
 
 
with ∑a 𝛼a = 1. 

• A payoff profile is feasible if it is a (rational) 
convex combination of the outcomes in G.

ri = ∑
a∈A

αaui(a),



Folk Theorem
Theorem: 
Consider any n-player normal form game G and payoff profile 
r=(r1,...,rn). 

1. If r is the payoff profile for any Nash equilibrium of the infinitely 
repeated G with average rewards, then r is enforceable. 

2. If r is both feasible and enforceable, then r is the payoff profile 
for some Nash equilibrium of the infinitely repeated G with 
average rewards. 

• Whole family of similar proofs for discounted rewards case, 
subgame perfect equilibria, etc.



Folk Theorem Proof Sketch: 
Nash ⇒ Enforceable

• Suppose for contradiction that r is not enforceable 

• Consider the strategy s'i(h) = BRi(s-i(h)), where s-i is the 
equilibrium strategy of the other players 

• Player i receives at least vi > ri in every stage game by playing 
strategy s'i  (why?) 

• So strategy s'i is a utility-increasing deviation from s, and 
hence s is not an equilibrium



Folk Theorem Proof Sketch: 
Enforceable & Feasible ⇒ Nash
• Suppose that r is both feasible and enforceable 

• We can construct an equilibrium that visits each action profile a 
with frequency the 𝛼a (since the 𝛼a s are all rational) 

• At every history where a player i has not played their part of the 
cycle, all of the other players switch to playing the minmax 
strategy against i (this is called a Grim Trigger strategy) 

• That makes i's overall utility for the game vi <= ri for any 
deviation (why?) 

• Thus there is no utility-increasing deviation for i



Summary
• A repeated game is one in which agents play the same normal form game 

(the stage game) multiple times 

• Finitely repeated: Can represent as an imperfect information extensive 
form game 

• Infinitely repeated: Life gets more complicated 

• Payoff to the game: either average or discounted reward 

• Pure strategies map from entire previous history to action 

• Folk theorem characterizes what payoff profiles can arise in any equilibrium 

• All profiles that are both enforceable and feasible


