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N-Armed Stochastic Bandit Problem

e There are N arms

e The learner pullsanarmatrounds:1,....,T

e Pulling an arm i, at round t generates a
reward:
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Incentivizing exploration in the presence of strategic agents

At each round a new agent comes

Agents are selfish i.e maximize own utility
Principle recommends arms/items.

Principle needs information about arms.

Let the agent explore arms by providing incentives.



BIC Bandit Exploration (Mansour et al 2015)

Bayesian Incentive Compatible Bandit Exploration.

The reward means are sampled from known prior distribution.
Principle sends a recommendation o;

The agent maximizes E[u;|o¢]



BIC Bandit Exploration (Mansour et al 2015)

Definition 2.1. Let &£ _1 be be the event that the agents have followed the algorithms recom-
mendations up to (and not including) round ¢. Then, a recommendation algorithm is Bayesian
incentive compatible (BIC) if
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e EXx-post regret:
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BIC Bandit Exploration (Mansour et al 2015)

Proposed algorithms that are “sort of optimal”
Ex-post regret of min(f(N),O(y/tlog(CT)))
The algorithms are BIC

Caveat : Needs information about priors




BIC Bandit Exploration (Mansour et al 2015)

e Lots of future directions possible!
e Regret bound holds for constant N.
e No problem specific lower bound

e Constrain the amount of information in oy



BIC Bandit Exploration (Mansour et al 2015)

e How useful is the setting in practice?
e Priors are usually not known in real world applications

e How about estimating them?

o  Only possible if the algorithm is run multiple times on the same arms

o Usually, the algorithm runs once on the same arms.



Incentivizing Exploration (Frazier et al 2014)

e Atroundt, each armi has state S;;
e Each arm has a markov chain from where the next state is sampled
e The reward sequence is a martingale :

E[ E[rit+1]Sit41] | Sit ] = E[ri|Si 4

e Define the set of states of allarmsas: S; = Uie{ls____vN}{Si,/,}



Incentivizing Exploration (Frazier et al 2014)

At round t, a new agent comes
Agent selects arm i’ myopically: i* = arg maX;cry Ny E[rie|Si]

If incentivized, agent selects i : i* = arg max;cry, . N} (E[rie|Se] + ciy)
Principle decides to recommend arm j.

Principle sets incentive Cii cri=cjp= (IllaXzie{l,...,..\f} E[,-i,dst]) — E[r;|Si]



Incentivizing Exploration (Frazier et al 2014)

e Given a discount factor gamma :

e They considered maximizing R¥ with constraint C%¥) <= b

e Maximize a relaxed lagrangian:

RY) = RO — xc™



Incentivizing Exploration (Frazier et al 2014)

e A randomized strategy TE.
e With probability p , let the agent behave myopically
e \With probability 1-p, incentivize agent based on algorithm A.

Given a parameter A, define p = ﬁT’ and n = (—i{%li Then,
: 1—1
R((TE,.4) = — - R™(A).

1—1



Incentivizing Exploration by Heterogeneous Users (Chen et al 2018)

At round t, an agent with type 6, comes.
0, is sampled iid from a known distribution.
Agent pulls an arm i, and observes a vector y,

Vectory,: yt= pi, + G st ¢ ~subG(o - Iq)

e Define for arm i with fit,i the empirical mean over all past y, s.t i.=i
e Principal provides incentive c,.

e Agent selects arm i that maximizes : (¢, ; +6; - fi; ;)



Incentivizing Exploration by Heterogeneous Users (Chen et al 2018)

e Goalis to minimize expected regret E[R.] and expected payments E[C_]:

E[RT]=E [Z;‘;l max;(p; - 6¢) — 0; - Nit]
E[C‘T] = K [Ztr:l Ct,i|1,=i:|

e Their algorithm incurs E[R.] at most : O (N -e*? + LN log*(T))
And E[C_] at most: O (N?-e%?)
e Suboptimal Bounds.



Incentivizing Exploration by Heterogeneous Users (Chen et al 2018)

e Letm . be the number of times arm i has been pulled till round t.

e Anarmiis “eligible” at phase s if:
o Ifit has been pulled at most s times uptil round t. AND

o If: PG[O . ﬂt,i >0 - [.Al,t"z'l Vi 7é l] < l/log(S)



Incentivizing Exploration by Heterogeneous Users (Chen et al 2018)

Algorithm 1 Algorithm: Incentivizing Exploration

Set the current phase number s = 1. {Each arm is pulled once initially “for free.” }
for time stepst = 1,2,3,... do
if m; ; > s+ 1 for all arms 7 then
Increment the phase s = s + 1.
if there is a payment-eligible arm 7 then
Let 7 be an arbitrary payment-eligible arm.
Offer payment ¢;; = maxg ;s @ - (fi;.;7 — f1;;) for pulling arm 7 (and payment O for all other
arms).
else
Let agent ¢ play myopically, i.e., offer payments O for all arms.




Incentivizing Exploration by Heterogeneous Users (Chen et al 2018)

e Their algorithm is suboptimal.

e Offers payment based on worst case 6..
o  Why not make better use of theta’s distribution?
e It randomly chooses an eligible arm for recommendation.

o Rather, why not choose the most eligible arm?



Our contributions

e \We address the two issues using a thompson sampling like strategy
e The theta distribution may not be given.

e Additionally we assume that with probability p:

o A freeloader agent comes and takes action that only maximizes incentives.
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Thompson Sampler

Suppose theta distribution is known and multinomial.

Maintains posterior distributions over the means

Uses beta-multinomial model

At each round, it samples the means using thompson sampler

Samples a theta

Principle selects the arm that maximizes the dot product with theta and the
sampled means for incentivizing

e How to select the incentive?



Thompson Sampler

e How to select the incentive?
e With probability 1-p use c,
e \With probability p, use = 0.



Performance

e How well does it perform in contrast to Chen’s algorithm?
e If p=0, we arein the same setting as Chen’s.
e Ran the algorithms on randomly generated data.

e Under p=0, preliminary results show better performance.



When @0 distribution is unknown

e Need to approximate @ distribution.
e Compute empirical probability mass function (EMF) - point estimate.

e Construct a ball B around the point estimate
o  Such that with high probability the true PMF lies within the ball

o Involves Concentration of measure analysis.

e How to choose a distribution p from the ball?

e Basedon argmaxpepEg [max; (-0 — fij - 0)]



Future Work

e Theoretically analyze regret and cumulative payments.
e Carry out empirical experiments on real world data (like Mechanical Turk)

e |Is there a better strategy to sample from the ball B?



Thank you!
Questions?
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